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1. Introduction

The another contribution S2-062773 (The Challenge of MME/UPE Relocation) lists several challenges to MME/UPE relocation briefly, and points out that service continuity and local breakout are two most important requirements and challenges to MME/UPE relocation. 

Aim to direct and push the standardization of UPE/MME relocation, this contribution provide the definition of service continuity and local breakout firstly. Secondly, some related scenarios are provided to prove the necessity of service continuity and local breakout. Then some key issues, such as the potential demands of these two requirements, the necessity of service continuity in LTE-Idle mode and how to support ongoing services’ local breakout, are analyzed. Finally we propose to make some changes on TR23.882 based on the study of this contribution.
2. Service continuity and local breakout
2.1. Service continuity
1) Definition

Service continuity means that service can be provided continuously without interruption, restart and re-authentication.

E.g. voice call without interruption, PoC or IM without re-login.
Note：
   a) Legacy CS services have provided experience of service continuity.

b) For different scenario, different interrupt time requirement may be needed. Inter GW(UPE/3GPP Anchor) handover performance can be no so strict，but service session continuity should be kept. 

c) Service continuity between different access system is also required，but user experience is prior to other issues, which is FFS.

2) Pros of service continuity

· Improve user experience, enhance user loyalty

User can enjoy continuous service without interruption, restart or re-authentication

· Guarantee the service’s integrality to service control layer and billing system
E.g. avoid separating one CDR to unfair two CDRs
· Differentiate from basic internet services
3) Which kind of services need service continuity

· User-to-user service (similar to legacy CS services) which is the basic service

Voice, video phone etc

· majority of Client-Server service
· Mobile TV, Gaming

· IMS services, such as PoC, IM, Presence etc

· WAP, web browsing with security authentication

· MSN, Oicq
2.2. Local breakout
1) Definition

Local breakout means that service flow will go through the local GW, without going back to home GW or GW switching from (Referencing CS service flow models.).

Note:

a) PS domain should inherit route optimizations from CS domain while providing legacy CS services
b) Local break can be applied in both within PLMN case and inter-PLMN case.
2) Pros of local breakout
· avoid routing detour
· save resources

· reduce delay

· avoid potential equipments failure
3) Which kind of services need local breakout

· User-to-user service (including legacy CS services) which is the basic service

Voice call, video phone etc.

· Part of Client-Server service（as long as it does not need home routed and the resource is near the local Gateway)
Internet services, streaming download, Mobile TV, content available in local area etc.
3 Related scenarios
3.1. Scenario 1
Lots of GWs or regional areas (When S1 Flex is deployed within a regional area to enlarge the scope of intra GW handover) will be deployed within one operator’s network. 

If an operator deploys Evolved 3GPP System in China, about thirty regional areas may be defined in the first phase. But the quantity of regional areas may exceed one hundred as the network expanded. The quantity of GWs may exceed to 500 correlatively. Trains or highways go through these regional areas or gateways, which take a lot of mobile users.
Presently there are about millions of Chinese people who keep their mobile phone on around the clock while they are travelling in the Golden Week holidays.
Intra-GW, inter-GW (or inter-regional areas) service continuity should be provided.
3.2. Scenario 2
We can suppose the scenario in China in 2012:
a) There are 500 million mobile users.

b) 5% of them are forced to route detour to the home GW without local breakout support.

5% is the percentage of inter province roaming user in China presently.
c) 2.5% users have the actual traffic synchronously in busy time
2.5% is the percentage of voice service occurring simultaneously in China at present.
d) 200Kbps bandwidth per user.

e) Average 3 hops from local GW to Anchor Gateway

There will be the 375 Gigabits bandwidth wasted totally because of the absence of local breakout. Local breakout can avoid bandwidth waste with one PLMN.
3.3. Scenario 3
Provided that there is one Beijing user A and one Guangzhou user B. When user A travel to Guangzhou and call user B, if the traffic has to go through Beijing’s GW because of the absence of local breakout, the delay caused by route detour will be increased at least 40ms.
a) RTT from Guangzhou to Beijing：about 30ms

b) One GW’s process delay：about 10ms
10ms is the average of values provided by several vendors.
Local breakout can avoid additional delay and improve user experience.
3.4. Scenario 4
In the future, lots of services (IM, PoC, Presence etc) will require “always online” feature and be used by many users.

At the same time many users will keep their terminals power-on in longer periods.
a) Presently some users already keep their terminals on at night.

b) In the future, some users will use download services (such as newspaper, MMS or video) at night for less expenses and higher speed. 
These changes will directly or indirectly make local break and service continuity more important.
Scenarios mentioned above may appear in other operators internally, e.g., Sprint, Cingular and China Unicom. Moreover, some operators may cover adjacent countries, which were connected by railways and highways. Local breakout and service continuity will be required for roaming scenarios. The requirement and solution could be similar with non-roaming scenarios, e.g. Vodafone, T-mobile.
4 Some key issues

4.1 Potential demands for solution
· Local breakout

· Use local IP address to send or receive data
· Require UE to change IP address while UPE/MME relocation
· Service continuity

· Keep an IP address unchanged

· Otherwise application layer or transport layer mechanism should be introduced to fulfill the requirement, the influence of that should be FFS.

· Note: Pros of IP address unchanged

· Don't need any change for upper layer (Application or transport layer).

· Minimize the impact to IMS service, UE Don‘t need re-register IMS enabler and IMS services can be kept continuity.

· Avoid to split one CDR to two CDRs

· Minimize data loss during handovers 

Local breakout and service continuity have inconsistent potential demands for IP address. So there should have some mechanism to map the home IP address and the local IP address. Otherwise there should be some compromise for these two requirements and additional mechanism should be introduced to service continuity and local breakout.
4.2 Service continuity in LTE-IDLE mode
TR25.813 has defined tree LTE modes: LTE-Idle, LTE-Active and LTE Detached. Without any question, service continuity in LTE Active mode should be supported. The confusion is for LTE-Idle mode, should service continuity be supported? Based our study, LTE-Idle mode also need consider service continuity. Below is the analysis.

In LTE-Idle mode, though there is not user data in air interface, upper layer’s applications and service session may exist. 
· Some voice call case (when silence suppression is used).

· We can not exclude this possibility

· IMS registration and IMS services, such as PoC, IM, Presence.

· WAP, security authentication in web browsing.

· Internet services, such as MSN、Qicq.

These services are based on session or user login usually. Application layer, service control layer and billing platform will keep the information of session, service, authentication and charging. If service continuity is not provided, UE’s IP address changes in LTE-IDLE state, which will result in the bad service experience to user and influence user authentication and charging etc. 

· Influence to service experience and authentication

· May interrupt some real time services

· Such as real time voice using silence suppression

· Interruption some services which could not re-login automatically.

· Such as WAP, WAP GW’s authentication is based IP address

· Degrade user experience for some services which provide re-login function but need user’s intervention (such as input password)

· Such as MSN, Oicq without password auto record

· Degrade user experience for other services even if re-login function is provided. 

· Re-login increases the service useless period.

· Influence to service charging (paid services)
· Re-login after service interruption will change one CDR to two CDRs

· Result in unfair charging, user distrust

· Settle this problem need additional changes to service platform and billing platform

· The influence is vital

We can not ask all service platforms, user client software and billing platform have the service interrupting adaptive capability. So we consider as long as applications and service sessions exist, service continuity should be support, event if UE in LTE-Idle mode.
4.3 How to support local breakout
Above all, new initiated services should support local breakout. Section 3 (Related scenarios) has proved the necessity of local breakout. 
For ongoing services, we have known that local breakout and service continuity have inconsistent potential demands. For service continuity should be guaranteed in the first place, the solutions of local breakout should be studied with the consideration of their cost and influence. While UPE/MME relocation happens, we have several options to implement service’s local breakout.
· Option1：Local breakout while service is in use（LTE-Active, have actual user data）
· Option2：Local breakout while service session is kept（LTE-Idle, no actual user data）

· Option3：Keep service/session’s route until service/session is over, no local breakout support for ongoing services. Only support new initiated services with local breakout.
· For all options above, service continuity must be guaranteed.

5 Proposal

It is proposed to make some changes on TR23.882’s related contents to clarify the service continuity and local breakout. 
*******************************************************Start of first change******************************************

3.1
Definitions

For the purposes of the present document, the following terms and definitions apply:

Service continuity: means that service can be provided continuously without interruption, restart and re-authentication, E.g. voice call without interruption, PoC or IM without re-login. For different scenario, different interrupt time requirement may be needed.
Local Breakout: means that service flow will go through the local GW (UPE/3GPP Anchor), without going back to home GW or GW switching from (Referencing CS service flow models). Local break can be applied in both within PLMN case and inter-PLMN case.
*******************************************************End of first change******************************************

*******************************************************Start of second change******************************************

5  Requirements on the Architecture

Editors Note:
This clause identifies the major requirements on the architecture that guide the architecture evolution.

High-level principles

-
Mobility Management functionality shall be responsible of mobility within the Evolved 3GPP System and between the Evolved 3GPP System and different types of access systems.
-
The Evolved 3GPP Mobility Management solution shall be able to accommodate terminals with different mobility requirements (e.g.: fixed, nomadic and mobile terminals);

-
The Evolved 3GPP Mobility Management shall allow the network operator to control the type of access system being used by a subscriber.
-
The Evolved 3GPP Mobility Management shall provide the service continuity without interruption, restart and re-authentication. As long as applications and service sessions exist, service continuity should be support, event if UE in LTE-Idle mode. For different scenario, different interrupt time requirement may be needed.
-
Mobility procedures within the Evolved 3GPP System and between the Evolved 3GPP System and existing 3GPP Access Systems shall provide seamless operations of both real-time and non real-time applications and services.
-
The Evolved 3GPP Mobility Management should allow optimized routing (such as local breakout) for user-to-user traffic (including communication towards Internet and PSTN users, e.g.: via local break-out) and client-to-server traffic in both within PLMN scenarios and inter-PLMNs roaming scenarios (e.g.: when both users are in a visited network). 
- New initiated services must support route optimization (such as local breakout).

- For ongoing services, service continuity should be guaranteed in the first place, the solutions of route optimization (such as local breakout) should be considered with the consideration of their cost and influence.
-

*******************************************************End of second change******************************************

*******************************************************Start of third change******************************************

7.7
Key Issue Intra LTE-Access-System Mobility in LTE_IDLE State

7.7.1
Description of Key Issue Intra LTE-Access-System Mobility in LTE_IDLE State

Intra LTE-Access-System Mobility functionality for UEs in LTE_IDLE State maintains the registration of a user/UE and keeps track of the location of the user/UE on Tracking Area base so that mobile originated and mobile terminated packet transfer may be initiated. Furthermore, Intra LTE-Access-System Mobility functionality for UEs in LTE_IDLE State updates within the network any user plane routing and any potential tunnelling information so that data path is established between intersystem mobility anchor and the UPE.

Intra LTE-Access-System Mobility functionality in LTE_IDLE State maintains subscriber identity confidentiality, i.e. temporary user identities are used where necessary.
In LTE-Idle mode, service continuity should be supported as long as applications and service sessions exist.

NOTE:

In LTE-Idle mode, though there is not user data in air interface, upper layer’s applications and service session may exist. 

· Some voice call case (when silence suppression is used).

· We can not exclude this possibility

· IMS registration and IMS services, such as PoC, IM, Presence.

· WAP, security authentication in web browsing.

· Internet services, such as MSN、Qicq.

These services are based on session or user login usually. Application layer, service control layer and billing platform will keep the information of session, service, authentication and charging. If service continuity is not provided, UE’s IP address changes in LTE-IDLE state, which will result in the bad service experience to user and influence user authentication and charging etc. 
End of NOTE
For the support of route optimisation (local breakout):
- New initiated services must support route optimization (such as local breakout).

- For ongoing services, service continuity should be guaranteed in the first place, the solutions of route optimization (such as local breakout) should be considered with the consideration of their cost and influence. While UPE/MME relocation happens, at least one of the options below should be supported:

· Option1：Local breakout while service is in use（LTE-Active， have actual user data）
· This is the requirement to LTE-Active mode.
· Option2：Local breakout just while service session is kept（LTE-Idle，no actual user data ）
· This is the requirement to LTE-Idle mode.
· Option3：Keep service/session’s route until service/session is over, no local breakout support for ongoing services. Only support new initiated services with local breakout.
· This is the requirement to LTE-Idle mode.

· For all options above, service continuity must be guaranteed.

*******************************************************End of third change******************************************

*******************************************************Start of fourth change******************************************

7.15
Key Issue: Intra LTE-Access-System inter MME/UPE handover in the active mode

7.15.1
Description of Key Issue
This key issue study the solutions of inter-MME/UPE handover. 
While UPE/MME handover happens, Service continuity should be supported.

In LTE-Active mode, route optimisation (local breakout) should be supported.
- New initiated services must support route optimization.

- For ongoing services, service continuity should be guaranteed in the first place, the solutions of route optimization (such as local breakout) should be considered with the consideration of their cost and influence. While UPE/MME relocation happens, at least one of the options below should be supported:

· Option1：Local breakout while service is in use（LTE-Active， have actual user data）

· This is the requirement to LTE-Active mode.
· Option2：Local breakout just while service session is kept（LTE-Idle，no actual user data ）
· This is the requirement to LTE-Idle mode.
· Option3：Keep service/session’s route until service/session is over, no local breakout support for ongoing services. Only support new initiated services with local breakout.
· This is the requirement to LTE-Idle mode.
· For all options above, service continuity must be guaranteed.

NOTE:
SA2#53 meeting has concluded that MME/UPE relocation/handover in LTE-Active mode is needed (S2-062566). 
NOTE:
This key issue partially overlaps with key issue Intra LTE-Access-System handover. It is intended to merge the two key issues once the key issue Intra LTE-Access-System handover is described in this TR.

NOTE:
Depending on the key issue of UP/CP separation, this key issue can be divided into inter-UPE handover and inter-MME handover.

*******************************************************End of fourth change******************************************
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