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Introduction

This paper proposes a solution alternative for providing a UE with concurrent connectivity with multiple PDNs or Service Domains based on S2-060823. The solution alternative is described below. It is proposed to add this alternative to TR 23.882.

Furthermore, this paper proposes a figure for the key issue description to show concurrent connectivity with multiple PDNs. So far the TR contains only a figure that describes the UMTS approach for concurrent connectivity.

The picture below depicts the general PDN variants, which are operator PDN, corporate or private PDNs and public Internet (ISP PDNs). These general PDN variants may have different specific instances with respect to IP version and the used address range (public or private). 
A solution is proposed that has a single APN that enables concurrent access to different PDNs.  
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Figure 1: possible variants of PDNs 

The problem of accessing multiple PDNs may be solved in the simplest way by using public and unique IPv6 addresses within a homogeneous IPv6 landscape. This is supported by the always-on SAE IP access that requires an IP address per active UE. However, due to existing heterogeneous networks using IPv4 or IPv6 as well as using of private or public addresses it is necessary to have interoperation between different types of networks. It is assumed that this heterogeneity will not disappear until the introduction of SAE networks.  
Network Address Translation (NAT) mechanisms are typically used to provide interoperation between different types of networks. It is desirable to minimise NAT usage because of certain disadvantages, e.g. applications/protocols with secured address information are not “NAT-able” as well as the need of increased computer power to re-calculate the CRC-checksum of each IP packet. But, NAT seems required to avoid extensive changes or re-configurations of corporate or private PDNs.

The solution alternative described in the following supports a scenario that provides services from corporate and operator to the UE. And there is service interworking between operator and corporate service, e.g. the PLMN operator provides IMS communication services for the corporate. In this case the two PDNs have to be interconnected, i.e. it is not possible or very inefficient to support the corporate services by tunnelling between UE and corporate. A scenario with separation between corporate and operator services can easily be derived from the more general scenario.
Proposed Solution
7.10.2
Solution for Key Issue Support for Concurrent PDNs

7.10.2.1
Description 

The single APN approach supports all types of PDNs, i.e. Operator PDN, Corporate or private PDN and also Public Internet PDN are supported. The approach is show in figure x.y below. In addition to concurrent access to multiple PDNs this approach enables also interoperation between the different PDNs, e.g. the provision of IMS communication services by the PLMN operator for the corporate. An APN defines the concurrent access possibilities to different PDNs. Allowed access is defined per APN and controlled by subscription or policy control means.
The different PDNs may use IPv4 or IPv6 addresses. Internet PDN uses public IP-addresses. Operator and corporate/private PDNs may use private or public addresses. Interoperation between the different PDNs is enabled by NAT in case different address types and or ranges are used. NAT enables also access to multiple instances in parallel, e.g. access to multiple private PDNs at the same time. It is FFS which NAT mechanism will be used. It is required to have interoperability between IPv6 and IPv4 as well as public and private address ranges (RFC2766/2765 may be used). 

Any required user data traffic separation into the different PDNs is performed in the network only. It is fully transparent for the UE. The UE needs no complex control, configuration and security means for concurrent PDN connectivity. And one single APN with related rules (traffic separation rules) describes the user data traffic separation within the network. All configuration and management are performed in the network. The need for security means reduces and is performed in the network.
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Figure x.y: Concurrent Access to multiple PDNs with PDN interoperation 

The user IP address will be allocated by the operator PDN and is provided to the UE when the UE attaches to the network. The UE may access corporate/private PDN services because of NAT towards the corporate/private PDNs. An additional NAT is required to access Internet in case the operator PDN allocates private addresses.

Above figure and description showed concurrent access to multiple PDNs with interoperation of services between the PDNs. The figure below shows a scenario with concurrent access to multiple PDNs and no interoperation between the PDNs. In this case the network address translation function may be allocated to the IASA. A user IP address is allocated to the UE by the operator PDN for operator services. And another user IP address is allocated by the corporate PDN. The NAT function performs the interworking so that the UE needs to handle the operator PDN IP address only.
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Figure x.z: Concurrent Access to multiple PDNs with PDN separation
7.10.2.2
Impact on the baseline CN Architecture

Editors Note: It is FFS whether there is any particular impact 

7.10.2.3
Impact on the baseline RAN Architecture

Editors Note: It is FFS whether there is any particular impact 

7.10.2.4
Impact on terminals used in the existing architecture
Editors Note: It is FFS whether there is any particular terminal impact.
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