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[bookmark: OLE_LINK2]Abstract: Prepare and propose a way for consolidation on KPI requirements on AI section.
1. Introduction
Based on the meeting preparations, this document only provides the consolidation way forward and discussion regarding the AI KPIs, based on TR 22.870 and do not include performance requirements with editor’s note. 
2. Reason for Change
To provide communication performance requirements contribution and reflect key points regarding the performance requirements of AI sections.
3. Proposal
It is proposed to agree the following changes to new version of 3GPP TR 22.870.
Discussion Part
Besides the basic template consolidation, the following comments need to be considered：
General:

UC 6.10, 6.48 and 6.49
CM1: Table y.1-2 the “joint e2e latency” is probably to be properly defined or decoupled? 
CM2: Table y.1-2 Joint E2E latency value needs to be divided into a communication value and a compute value.
CM3: Table y.1-1 primarily consists of communication KPIs. Reflect the table name.
CM4: The latency title in table y.1-2 need to align with “Max allowed end-to-end latency” but also need to highlight the difference from existing KPIs.
CM5: Is the table y.1-2 related with computing service?
CM6: A definition needed for Joint E2E latency.
CM7: “Joint e2e latency” is more from service level of SA1.



UC 6.48 Use case on service robot for power grid
The value and note 3 updated based on approved S1-254342.


* * * First Change * * *
[bookmark: _Toc187418157]3	Definitions, symbols and abbreviations
[bookmark: _Toc45387618][bookmark: _Toc52638663][bookmark: _Toc61885567][bookmark: _Toc187418158][bookmark: _Toc59116748]3.1	Definitions
[bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK6]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
……
OP1: 
Joint E2E latency: Joint latency of round-trip end-to-end latency, and AI inference latency in Service Hosting Environment, and UE is only considered to contribute to the communication service latency.
New wording: 
Max-allowed Joint Latency: this refers to latency of 6G AI service under the operator’s control, including the end-to-end communication latency (from the UE sending inference input to the network), plus the processing latency (e.g. AI inference latency) in the Service Hosting Environment, plus the end-to-end communication latency (from the network sending the inference result back to the UE).

OP2: HW
joint E2E latency: the performance parameter for 6G AI Service when performing AI inference, comprised of round-trip communication latency (e.g. communication latency for UE transferring inference input to AI model in Service Hosting Environment, as well as the communication latency for transferring inference result from the AI model back to the UE), plus the AI inference latency (e.g. TTFT) inside the Service Hosting Environment.
OP3: Nokia
User experienced roundtrip time: Maximum acceptable roundtrip time for the user, which may combine the latencies of multiple 3GPP services under the operator’s control  eg communication , computing, AI, sensing,  in both directions between the UE and the network/SHE. The latency of each service contributing to this roundtrip time can vary [or “is flexible”].













* * * Second Change * * *

Y Consolidated potential KPIs
y.1. Performance requirements for AI service
Editor's Note: the following potential performance requirements from immersive session are considered for consolidation.
- TR 22.870 01.40.0 1 [PR 9.2.6-1] (Table 9.2.6-1)
- TR 22.870 0.4.0 [PR 9.3.6-1] (Table 9.3.6-1)
- TR 22.870 01.40.0 1 [PR 9.3.6-4] (Table 9.3.6-2)
- TR 22.870 01.40.0 1 [PR 9.5.6-5] (Table 9.5.6-1)
- TR 22.870 01.40.0 1 [PR 9.6.6-3] (Table 9.6.6-1)
- TR 22.870 01.40.0 1 [PR 9.7.2-1] (Table 9.7.2-1)
- TR 22.870 01.40.0 1 [PR 9.9.6-2] (Table 9.9.6-1)
- TR 22.870 01.40.0 1 [PR 9.12.6-6] (Table 9.12.6-1)
- TR 22.870 1.0.1 [PR 9.18.6-1] (Table 9.18.6-1)
- TR 22.870 1.0.1 [PR 9.8.6-1] (Table 9.8.6-1)
The following potential performance requirements from AI session are considered for consolidation.
- TR 22.870 01.40.0 1 [PR 6.10.6-6] (Table 6.10.6-1)
- TR 22.870 01.40.0 1 [PR 6.26.6-1] (Table 6.26.6-1)
- TR 22.870 01.40.0 1 [PR 6.48.6-1] (Table 6.48.6-1)
- TR 22.870 01.40.0 1 [PR 6.49.6-1] (Table 6.49.6-1)
[bookmark: _Hlk218797294]- TR 22.870 1.0.1 [PR 9.3.6-1] (Table 9.3.6-1)


The following potential performance requirements are excluded due to the remaining ENs:
The following potential performance requirements are excluded due to the remaining ENs and will be taken into consideration after the ENs are cleaned up:
- TR 22.870 0.4.0 [PR 9.8.6-2] (Table 9.8.6-1)
- TR 22.870 0.4.0 [PR 9.18.6-1] (Table 9.18.6-1)
- TR 22.870 0.4.0 1 [PR 6.38.6-3] (Table 6.38.6-1)



[CPR y.1-1] The 6G system shall provide various communication and AI services with the following KPIs.
Editor’s NoteNOTE: 	Unless stated otherwise, the definition and understanding "Reliability", "Service bit rate: user-experienced data rate", and "Transfer interval" refers to [22.261] and [22.1256].
Table y.1-1: Communication Performance performance requirements for burst traffic
	Use Cases
	Burst size (Nokia: relate/merge the columns on “burst size” and “avg packet size”?)

	Max Allowed end-to-end latency for a burst
NOTE B-0
	Service bit rate: user-experienced data rate 
	transmission latency of a packet
	Average packet size
	UE speed
	Service Area

	Synergized photo enhancement
(UC 9.3 A)
	UL: [150 Mbitsps]
(note A-1)
(Nokia: expect this to be around bytes and not bps)
	UL: [1500ms]
(note A-2)
	UL: [100 Mbps]
	N/A
	N/A
	Stationary or Pedestrian

	Countrywide

	Synergized gaming enhancement
(UC 9.3 A)
	UL: [5-20 Mbitsps]
(note A-1)
(Nokia: expect this to be around bytes and not bps)
	UL: [50ms]
(note A-2)
	UL: [100 – 400 Mbps]
	N/A
	N/A
	Stationary or Pedestrian
	Countrywide

	Image based GenAI app
(UC 6.26 B)
(note B-1)
	400 KB
	50ms
	UL: 64 Mbps
	20ms
	> 800B
	Stationary or PedestrianN/A
(Nokia: either “N/A” for all, or “stationary/pedestrian” for all. Question is whether these scenario would apply eg while driving or in high speed trains)
	CountrywideN/A

	Video based GenAI app
(UC 6.26 B)
(note B-1)
E///: captured with the video-based Gen AI
	20 MB
	400ms
	UL: 400 Mbps
	20ms
	> 800B
	Stationary or PedestrianN/A
	CountrywideN/A

	Chatbot
(UC 6.26 B)
(note B-12)
	0.5 KB
	20ms
	UL: 200 Kbps
	30ms
	< 800B
	Stationary or PedestrianN/A
	CountrywideN/A

	NOTE A-1: Assuming 6 x 4K raw pictures and compression ratio in [21] for photo enhancement. Assuming 3D models including 0.35 to 2 million vertexes and compression ratio assumption for 3D model in [23] for gaming enhancement.
NOTE A-2: 1500 ms is derived from the E2E latency of 3 s (based on users' patience statistics as shown in [22]) and 1.5 s for processing in the cloud and downloading. 50ms uplink latency is derived from [24].
NOTE B-10: Max allowed end to end latency for a burst: max latency for sending out the whole packets within a burst. 
NOTE B-1： average packet size>800B
NOTE B-2: average packet size<800B



Nokia for NOTE A-2: 3s as the total “user experienced RTT”, meaning 2x comm latency + computing latency. It’s potentially fine to assume that we want these 3s to be still valid for AI based enhancements, but then we should also distinguish the communication vs computing time like in table 2 (and the e2e comm latency should become lower than 750ms for the first row for example)

Nokia for UC 9.3: first 2 rows do not mention DL KPIs, and the last 3 do not make the difference: should we? I understood the 6.26 UC as uploading image/video UL and not only prompts
NOTE: 	“UC 6.26 B” has no technical meaning and serves solely to maintain correspondence with the respective use case and NOTEs.













OP3: Adding 3 column with OP1 and OP2 together with NOTE.
Table y.1-2: JointPerformance requirements for joint communication and AI services
	Use Cases
	Traffic type
	Average packet//videoa frame size (byte)
	Transfer interval
	Service bit rate: user-experienced data rate
	Max-allowed Joint E2E latency/ Service Latency
Max allowed user experienced RTT(Nokia)
No not need this, total is enough(E///)
	Reliability

	
	
	
	
	
	Expected end-to-end latency （UL, or DL）
(E///: E2E Communication latency)
	Non-Communication
 latency
(Note?)
	Total value of the service latency
(Note)
	

	Home robot perceiving overall context of the scene
(UC 6.10 A)
(note A-5)
	UL camera data
(note A-1)
	[<1000]
	[10ms]
	[20-60 Mbps]
(note A-2)
	[30ms - 50ms]

	[50ms - 90ms]
(note 1)
	[150ms]
(note A-3)
	[99.9 %]

	Identifying individual objects in the scene
(UC 6.10 A)
(note A-5)
	UL camera data
(note A-1)
	[<1000]
	[10ms]
	[20-60 Mbps]
(note A-2)
	
	[100ms - 140ms] -
[200ms - 240ms]
(note 1)
	[200-300ms]
(note A-4)
	[99.9 %]

	Robot overall context of the scene,   Identifying individual objects, and conscious awareness for human interaction
 (Nokia: merge UC 6.10 6.49)
(E///: merge and use name as Service robot)
	UL camera data
(note A-1)
	[<1000]
	[10ms]
	80-400Mbps
note 2
	
	 [50ms-90ms]
-
[200ms-240ms]
	[150ms-300ms]
	[99.9 %]

	Service robot with enhanced capabilities(E///)
(UC 6.48 B)
	UL sensor data (without LiDAR)
(note B-1)
	1250-12500
	10ms
	UL: 1-10 Mbps
	
	[bookmark: OLE_LINK4][<40ms] -
[50ms - 90ms]
[100ms]
(note 1)(note B-4) 
	100-150ms
(note B-4)

	99.99%

	
	UL LiDAR
	345600
(note B-3)28800
	100ms
	UL: 27.6 Mbps
(note B-3)
	
	
	
	99.99%

	
	Control command (high level task, action plan, etc.)
(note B-2)
	625-12500
	50ms
	DL: 0.1-2 Mbps
	
	
	
	99.99%

	Support robot conscious awareness for interacting with human user
(UC 6.49 C)
	UL cameras data
(note C-1)
	[<1000]
	[10ms]
	UL: [20-60 Mbps]
(note C-2)
	
	<[100ms - 140ms] (note 1)
	[<200ms]
(note C-3)
(note C-5)
	[99.9%]

	NOTE 1: Joint E2E latency (i.e. round-trip communication latency, and AI inference latency in Service Hosting Environment), and UE 
 

NOTE 1: The target value for this parameter is derived from the total Max-allowed Joint Latency, considering the portion typically allocated to communication latency. For instance, given a total latency of 150ms and a typical one-way communication latency of 30ms, a non-communication latency of 90ms (calculated as 150ms - 30ms * 2) is expected. Respectively the Max allowed Joint latency ‘s Lower and upper boundary (100ms-150ms), subtracted by the expected communication latency (30ms-50ms) results in the indicative non-communication Latency.
NOTE 2:  Lower bound of 80 is an approximation for 81.285Mbps is for 336x336 3x 8bit channel raw stream sent by the UE to a multimodal model encoder at 30fps after internal processing of the camera-captured 1080p frames to fit the input size of the model on the server side (or 144.506Mbps for 448x448 channel). In alternative, split processing of the images at the UE can result in encoded tokens: 336x336 images result in 24x24 768 dimensional vectors of floats (2 bytes each, uncompressible), resulting in 212Mbps. 448x448 images result in 32x32 768 dimensional vectors of floats (2 byte each) resulting in 377Mbps.(Nokia: for the merged one)
NOTE A-1: 6 RGB cameras are equipped for robot “Figure 02” [180]. 
NOTE A-2: 20 Mbps is for six 1080p cameras, and 60 Mbps is for four 1080p cameras plus two 4K cameras. Data Rate is calculated from video resolution*(Bits per colour*3) *Refresh rate/Compression ratio. Compression ratio of 240 and 8 bits per colour is assumed, thus data rate is around 3 Mbps for 1080p 15Hz, and around 24Mbps for 4K 30Hz. Compression ratio, bits per colour and refresh rate for 1080p refers to the similar cases for real-time video uploading of a vehicle as per YD/T 4778-2024 [182]. 
NOTE A-3: Based on psychophysical and neurophysiological studies [281], [282], human beings can perceive the gist (e.g. overall meaning) of complex visual scenes within around 150ms after stimulus onset. This rapid initial perception enables us to grasp the general context of a scene, even if the stimulus is briefly presented (around 10ms). 
NOTE A-4: For human beings, it takes longer for a human being to identify individual objects, e.g. finer object identification requires larger than 200ms [283] and around 300ms [284].
NOTE A-5: In the target scenarios, robots are expected to have similar perception time as an average human being.

NOTE B-1: Refers to the kinematic state, environment perception, manipulation status info except LiDAR to be sent from the service robot to the network to enable effective motion planning, object interaction and navigation.
NOTE B-2: Refers to the control command towards service robot, e.g. high-level task, action plans, motion strategy, gripper command, etc. 
NOTE B-3: the frame size and data rate of LiDAR are based on frame rate 10Hz, 28800 points/frame, 12 byte for one point. The frame size is calculated by points/frame * bytes per point whereas the data rate is calculated by points/frame * bytes per point * bits per byte * frame rate (i.e. 28800*12*8*10).The data rate of LiDAR is based on frame rate 10Hz, 28800 points/frame, 12byte for one point cloud, i.e. 28800*16*8*10=27.6Mbps.  
NOTE B-4: The typical robot control loops require 100-150ms latency [273] for AI inference, communication and control. For example, the communication may take about 40ms while the AI inference may take about 100ms [274] for the service robot.E2E latency includes two parts: the round-trip latency for communication service and the latency for AI inference within the service hosting environment. The typical robot control loops require 100-150ms latency [273] for AI inference, communication and control. For example, the communication may take about 40ms while the AI inference may take about 100ms [274] for the service robot.

NOTE C-1: 6 RGB cameras are equipped for robot “Figure 02” [180]. 
NOTE C-2: 20 Mbps is for six 1080p cameras, and 60 Mbps is for four 1080p cameras plus two 4K cameras. Data Rate is calculated from video resolution*(Bits per colour*3) *Refresh rate/Compression ratio. Compression ratio of 240 and 8 bits per colour is assumed, thus data rate is around 3 Mbps for 1080p 15Hz, and around 24Mbps for 4K 30Hz. Compression ratio, bits per colour and refresh rate for 1080p refers to the similar cases for real-time video uploading of a vehicle as per YD/T 4778-2024 [182]. 
NOTE C-3: For physical AI robot interacting with a human user, the robot is expected to mimic the similar basic human brain reaction time including conscious awareness/recognition and decision-making based on various stimuli. Such human brain reaction time ranges from mean auditory reaction time 140-160ms, touch 155ms, to visual reaction time 180-200ms [279].

NOTE C-5: The human to robot latency (vice versa) is not included.



NOTE 1:	The latency attributes doesn’t imply or preclude any architecture assumption or solution.
[bookmark: OLE_LINK3]NOTE 2: 	“UC 6.48 B” has no technical meaning and serves solely to maintain correspondence with the respective use case and NOTEs.



* * * End of changes * * *
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