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Abstract: Abstract: This pseudo-CR provides an overview of “Simultaneous Localization and Mapping (SLAM) for Advanced Extended Reality (XR), Autonomous vehicles and Drones” use case, service flows and potential new requirements.
1. Introduction
2. Reason for Change
Proposing new “Simultaneous Localization and Mapping (SLAM) for Advanced Extended Reality (XR), Autonomous vehicles and Drones” use case for FS_Sensing proposal.
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 22.837 version 0.0.0.

BEGINNING OF CHANGE
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[bookmark: _Toc100862436][bookmark: _Toc100921160]5.A	Use case of Simultaneous Localization and Mapping (SLAM) for Advanced Extended Reality (XR), Autonomous vehicles and Drones  
[bookmark: _Toc100862437][bookmark: _Toc100921161]5.A.1	Description
5G-Simultaneous Localization and Mapping (SLAM). 5G-SLAM is constructing or updating a map of an unknown location and tracking an object simultaneously. Suppose consider we have an autonomous vehicle (AV) driving on a freeway and it is enabled with 5G-SLAM as shown in Figure-5.A.1-1.C & D,  5G-SLAM on the AV can map all the vehicles- along with speed and distance- around it, including road signs. This information enables AV to anticipate the kind of vehicles around the lanes, which aid in navigation and avoid accidents. Base Station (BS) along with UE can construct 5G-SLAM of any unknown location, which can be used for autonomous vehicles, Extended reality (XR), drone navigation, robots navigation etc.,. 5G-SLAM obtains model and tracking of an environment at the same time unlike camera, which needs a reference model for modelling and tracking. 5G-SLAM will classify objects into modelling and tracking of stationary and moving objects. For stationary object, 5G-SLAM has to estimate the number of objects, type of object and position. Whereas for moving objects, 5G-SLAM has to determine the position, type of object, direction, speed. Once 5G-SLAM has all the object information, it has to map all the stationary and moving objects related to UE’s environment and relay it to UE and subscribed users as well [1, 2, 9]
5G sensing and localization. can operate in bistatic and monostatic modes in determining the location and electromagnetic properties of passive objects. In conventional bistatic mode - the transmitter and receiver are separated whereas in monostatic mode - Joint Radar and communication (JRC) is used where both transmitter and receiver are on the same device. Classification of devices-free sensing and communication topologies are shown in Figure-5.A.1-1. In 3GPP-R16, bistatic localization is performed on both downlink and uplink using time-difference-of-arrival (TDoA), angle-of-arrival (AoA), and angle-of-departure (AoD) measurements both at the base station. Both bistatic and monostatic have limitation with their accuracies, with the advent of high BW mmWave brings high resolution in both time-delay and angle domains. The SLAM problem can be divided into front and a back-end problem. In front-end, the problem is to determine the data association - between landmarks and measurement directions. The back-end problem is to find the probabilistic SLAM density for a given data association- determined in the front end. Most of the back-end algorithms are Kalman filter (EKF), Fast-SLAM and Graph-SLAM, which are based on Bayesian method [3, 7, 8, 13]. 
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Figure-5.A.1-1 - Device-free Sensing and Communication Topologies: a) Multiple access channel with mono-static BS sensing b) Multiple access channel with bi-static mobile sensing c) Broadcast channel with mono-static BS sensing d) Broadcast channel with Bi-static mobile sensing.  (Source: [13])  
SLAM for Autonomous vehicles. High resolution and accuracy in an object detection and estimation of range/angle/velocity is achieved using Imaging, mapping and localization and multiple sensors. Autonomous driving largely depends on sensing, driving and mapping technology. Sensing in AV are used to build an accurate 360deg environment model. Cameras, lidar, ultrasound, short-range and long-range radars are some of the sensors adopted by autonomous vehicles (AV). Cameras gives high resolution, long range and capability to recognize traffic signals and road signs but underperforms under bad weather and poor lighting. Whereas Radars are resilient to weather and lighting and also detects distant and speedy objects but lacks clarity. Lidars have the benefits of wide field of vision and accurate distance estimation but has poor resolution and underperforms due to bad weather. AV enabled with 5G-SLAM is expected to replace Lidars and cameras or used in combination for better reliability and resolution [4].
SLAM for Extended Reality. The virtual reality super imposes an Augmented objects onto the 3D real world. AR has to align the coordinating systems between the real world and the virtual world known as registration. The conventional tracking system combines images from the camera with a reference model to super impose the AR objects to the real world. In 5G-SLAM, model and tracking are objected at the same time, which is faster and less computational. 5G-SLAM will continuously sense and update the base station with the current state of sensing parameters. Base station will also continuously sense the surroundings of the UE (AR deice) and combine both the sensing data from the UE and BS to form 5G-SLAM map, which is offloaded to the VR device. Based on the 5G-SLAM map the AR will super impose AR objects to the real world [5, 10, 11].
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Figure-5.A.1-2: a) Mapping of stationary objects using 5G SLAM, b) Super imposing Augmented reality to 3D real-world using 5G SLAM c) Tracking Objects (stationary and moving) using 5G system for Autonomous driving, d) Identifying pedestrians using 5G system for Autonomous driving  (Source: [11], theinnerdetail.com, NYT Article, ledinside.com)  

5.A.2	Pre-conditions
1) Alice knows how to use XR/VR glasses and use navigation tool on the glasses

2) Alice has subscribed to a 5G operator and turned on XR/VR glasses.

3) Alice initialized the navigation tool, which will enable sensing and communication with the Base-station

4) Alice Intents to do shopping in Union Square and plans to go to a movie theater.

5.A.3	Service Flows
5.A.3.1	5G-SLAM for XR/VR Service Flows
1) Alice wears XR/VR glasses with navigation turned on and walks in Union Square of NYC. 

2) XR/VR glasses of Alice will perform AR registration - alignment between the real world and the virtual world. 

3) XR/VR glasses of Alice will switch to tracking mode, which refers to the alignment of spatial properties.

4) XR/VR glasses will continuously sense for stationary and moving objects and update the Front-End measurements such as Angle of Arrival, Direction of Arrival, Angle of Departure etc., to the base station.

5) The Base Station of XR/VR glasses will also continuously sense the surroundings of UE (Alice XR/VR glasses)

6) The Base Station along with sensing results from UE and itself (Base station) are sent to the 5G core for processing and generate a combined 5G-SLAM.

7) Base Station peridodically updates the XR/VR glasses with 5G-SLAM as shown in Figure-5.A.1-2.B - The 5G-SLAM will super impose augmented reality such as direction symbol, café spot TAG, theaters TAG, malls TAG etc., 
5.A.4	Post-conditions
1) Alice completes shopping by looking at the best possible stores through TAGS displayed by 5G-SLAM   enabled XR/VR glasses.
		2) Alice also navigates through to the theatre and starts watching the movie.
5.A.5	Existing feature partly or fully covering use case functionality
1) In clause 4.1.4 of TR 26.928 [10] - XR spatial mapping and localization - has been proposed. This use case specifies the key areas of XR and AR are spatial mapping, which is creating a map of the surrounding areas, and localization - positioning the user in that map. This use case depends on multiple external sensors such as monocular/stereo/depth cameras, radio beacons, GPS, inertial sensors, etc., There is no requirement on how 5G sensing can be used for SLAM in XR/VR 

2) Positioning in 5G Networks been proposed in 3GPP release-16, it specifies positioning signals and measurements for the 5G NR. In release-16, 5G Positioning architecture extends 4G positioning architecture by adding Location Management Function (LMF) and Transmission reception points (TRP).  5G- along with enables- provides new positioning methods based on multi-cell round-trip time measurements, multiple antenna beam measurements, multiple to enable downlink angle of departure (DL-AoD) and uplink angle of arrival (UL-AoA) [11, 12, 13]. Current 5G system supports positioning of the device-based but not device-free – Objects that do not radiate EM signals. We propose to add new requirement in section- 5.A.6 to extend this architecture to support 5G-SLAM.

5.A.6	Potential New Requirements needed to support the use case
[5.A.6-1] The 5G system shall be able to identify stationary Objects and its size and location as per Table-5.A.6-1 and map it to the UE’s environment map.
[5.A.6-2] The 5G system shall be able to identify moving Objects and its size, location and speed as per Table-5.A.6-1.
[5.A.6-3] The 5G system shall be able to support means to process SLAM related sensing data to fuse objects to the UE environment.
[5.A.6-3] The 5G system shall update the UE with the fused map of both stationary and the moving object to the UE environment.
[5.A.6-3] The 5G Core shall support functionality to support 5G-SLAM.
[5.A.6-4] The 5G system shall support Sensing capabilities at both base station (BS) and UE.
[5.A.6-5] The 5G system shall meet the following KPI table [1]:
	Use Case
	Max Range (m)
	Max velocity (m)
	Range resolution
	Doppler Resolution
	Required BW

	
SLAM for Autonomous Driving and Extended VR/AR
	
~100 – 200m
	
-45m to 45m
	
Meter level
	
0.5m/sec
	
~3-5GHz


Table-5.A.6-1: Key Performance Indicator (KPI) for 5G-SLAM [6]
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