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Abstract: This contribution proposes a new use case for mobile metaverse, i.e., mobile metaverse based selective multi-modal feedback service.
1. Introduction

To adapt to the varying scenarios and requirements in the mobile metaverse, it is worthwhile to introduce new modalities and explore the combination of multi-modal feedback cues. The prior works on the multi-modal feedback cues do not consider the new enriched instance to appear in varying scenarios inside the metaverse, it is worthwhile to explore the combination of the feedback modals further, and introduce new modalities such as smell and taste [1]. Thus, a use case will be introduced in the following about the above discussion.
Mobile metaverse based multi-modal feedback service describes a case of multi-physical entities or their digital avatars interacting with each other. New feedback modalities are also introduced in this use case to satisfy new scenarios and requirements in the mobile metaverse. Note that mobile metaverse is a cyberspace parallel to the real world, which make the virtual world more real and make the real world richer, the service should better utilize different feedback cues and achieve multi-modal feedback cues to adapt to diferent scenarios, satisfy the accuracy of the task and user experience, and so on. More modalities should be explored to meet more immersion requirements of the physical entities in the real world such as smell and taste. To realize a more immersive requirement of different scenarios in the mobile metaverse, it is important to explore these temporal in-sync or out-of-sync boundaries for audio, video, haptic, scent, taste, and so on [2]. 
The mobile metaverse based multi-modal feedback service may be deployed at the edge/cloud server for different scenarios. During the application running period, the physical entities may achieve an immersive experience with their avatars, and the multi-modal feedback data may be exchanged with each other, whether the physical entities are in proximity or non-proximity. Please note that this figure is only used to illustrate how the multi-modal feedback service is applied in the mobile metaverse, and the major impact on 3GPP is whether and how 5GS can be used to better utilize different feedback cues and achieve multi-modal feedback cues concerning the experiences of the multi-physical entities. 
This pCR aims to discuss selective multi-modal feedback use case for metaverse based scenarios.
2. Reason for Change

To add new use case for TR 22.856, i.e. Mobile Metaverse Based Selective Multi-modal Feedback Service
3. Proposal

It is proposed to agree the following changes to 3GPP TR 22.856.
* * * First Change * * * *
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* * * Next Change * * * *

x.1 Mobile Metaverse Based Selective Multi-modal Feedback Service
x.1.1
Description

To adapt to the varying scenarios and requirements in the mobile metaverse, it is worthwhile to introduce new modalities and explore the combination of multi-modal feedback cues. The prior works on the multi-modal feedback cues do not consider the new enriched instance to appear in varying scenarios inside the metaverse, it is worthwhile to explore the combination of the feedback modals further, and introduce new modalities such as smell and taste.
Mobile metaverse based multi-modal feedback service describes a case of multi-physical entities or their digital avatars interacting with each other. New feedback modalities are also introduced in this use case to satisfy new scenarios and requirements in the mobile metaverse. Note that mobile metaverse is a cyberspace parallel to the real world, which make the virtual world more real and make the real world richer, the service should better utilize different feedback cues and achieve multi-modal feedback cues to adapt to different scenarios, satisfy the accuracy of the task and user experience, and so on. More modalities should be explored to meet more immersion requirements of the physical entities in the real world such as smell and taste. To realize a more immersive requirement of different scenarios in the mobile metaverse, it is important to explore these temporal in-sync or out-of-sync boundaries for audio, video, haptic, scent, taste, and so on.

The following Figure x.1.1-1 shows the general idea of this use case. The mobile metaverse based multi-modal feedback service may be deployed at the edge/cloud server for different scenarios. During the application running period, the physical entities may achieve an immersive experience with their avatars, and the multi-modal feedback data may be exchanged with each other, whether the physical entities are in proximity or non-proximity. Please note that this figure is only used to illustrate how the multi-modal feedback service is applied in the mobile metaverse, and the major impact on 3GPP is whether and how 5GS can be used to better utilize different feedback cues and achieve multi-modal feedback cues concerning the experiences of the multi-physical entities. 
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Fig x.1.1-1 Mobile Metaverse Based Selective Multi-modal Feedback Service

x.1.2
Pre-conditions

The following are pre-conditions for this use case:

1) 5GS is capable of transporting the uplink/downlink service data or other information.
2) The interactive service data could be exchanged among the UEs via 5GS to meet some delay-sensitive requirements.
3) The interactive service data could be exchanged between UEs via the edge/cloud server to support the mobile metaverse based multi-modal feedback service.
4) The interactive service data could be exchanged between the cloud and multiple edges to meet diversified and stringent requirements for different processes in the mobile metaverse.
5) The VR/AR/MR/Cloud Gaming mobile devices used for multi-modality, such as mobile headsets or other haptic mobile devices, could be connected to the edge/cloud application server for supporting the mobile metaverse based multi-modal feedback service via the 5GS.
x.1.3
Service Flows

The following are service flows for this use case:

1) The physical entities utilize their devices by some mobile input techniques such as Albeit freehand interaction to experience a typical application with the support of a mobile metaverse based multi-modal feedback service brought by the application server. 
NOTE 1:
The application server can be a cloud server or edge server. As an example, for some delay-sensitive scenarios, such as metaverse games, the edge wins in several aspects including lower latency and privacy, since it is in proximity with the game players, and the game players can experience more immersive applications whether they are in proximity or non-proximity with each other. Besides, the game players can enjoy themselves in the metaverse without leaking their privacy. However, when it comes to some long-term scenarios, such as metaverse game economic operation and data storage, the edge may be a burden for such a virtual environment. In this case, cloud service is essential for being a centralized node to maintaining shared space for thousands or even millions of concurrent users in such a large metaverse.

2) The application server in the edge/cloud receives the sensor information produced by the mobile XR device in real-time during the application running period. The sensor information is sent to the cloud or edge server via 5GS in the uplink direction.
3) The edge server receives the data from the 5GS and performs the operation. The sensor information or uplink information may include video and audio feedback information generated by mobile headsets, haptic feedback signal information generated by haptic devices, or taste and smell information generated by taste and smell devices.
4) The edge/cloud server may request a mobile metaverse based selective multi-modal feedback service and perform feedback cues operations, then the avatars can receive the processed data via 5GS in the downlink direction.
NOTE 2: The physical entities may have an immersive user experience based on the selective multi-model feedback service. For example, the users may need a good appetite while having a meal, in such a case, multiple modalities including smell and taste should be considered. For another example, the entities may not need to smell and taste when they are exercising, video, audio, and tactile are enough.

5) Cloud server may request relevant uplink service from the edge server and receive some shared data or latency-tolerant operations from the edge server, to meet the demand of expanding computation and storage capacity.
6) In the end, the device receives feedback cues and performs the decoding operations or additional rendering operations, presenting the related sensing including video, audio, haptic, smell, and taste to meet more immersion applications of the physical entities in the real world.
x.1.4
Post-conditions
The following are post-conditions for this use case:

1) The physical entities achieved immersive experience brought by 5GS.

2) 5GS can address and meet the application requirements of different applications with the  edge/cloud side.
x.1.5
Existing features partly or fully covering the use case functionality
In clause 6.43.2 of 3GPP TS 22.261, there are following requirements:

1) The 5G system shall enable an authorized 3rd party to provide policy(ies) for flows associated with an application. The policy may contain e.g. the set of UEs and data flows, the expected QoS handling and associated triggering events, other coordination information.
2) The 5G system shall support a means to apply 3rd party provided policy(ies) for flows associated with an application. The policy may contain e.g. the set of UEs and data flows, the expected QoS handling and associated triggering events, other coordination information.

NOTE:        The policy can be used by a 3rd party application for coordination of the transmission of multiple UEs’ flows (e.g., haptic, audio and video) of a multi-modal communication session.

x.1.6        Potential New Requirements needed to support the use case

[PR x.1.6-1] The 5G System shall support a mechanism to assist the synchronization between the multiple streams (e.g., haptic, audio, video, taste, scent, and so on) of multi-modal feedback cues to guarantee an extremely immersive experience for physical entities.

[PR x.1.6-2] The 5G System shall support a mechanism for the selective combination of the feedback modalities to adapt to the varying scenarios inside the metaverse.
[PR x.1.6-3] The 5G System shall support a mechanism to assist the interaction between edge and cloud for supporting the expensive computation and storage capacity inside the metaverse.
[PR x.1.6-4] The 5G System shall support transmission of uplink sensor data transmission and downlink multi-modal feedback service data with stringent requirements on packet delay and bandwidth for real-time interaction and large-scale metaverse data processing.
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