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Abstract: Abstract: This pseudo-CR provides an overview of Autonomous/Assisted Driving use case, service flows and potential new requirements.
1. Introduction
2. Reason for Change
Proposing new “Autonomous/Assisted Driving” use case for FS_Sensing proposal.
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 22.837 version 0.0.0.


BEGINNING OF CHANGE
[bookmark: _Toc100743488][bookmark: _Toc100921159]5	Use cases
[bookmark: _Toc100862436][bookmark: _Toc100921160]5.A	Use case of Autonomous/Assisted Driving
[bookmark: _Toc100862437][bookmark: _Toc100921161]5.A.1	Description
Autonomous/Assisted Driving. Assisted driving is enabled either by vehicle-to-vehicle (V2V) or/and vehicle-to-infrastructure communication (V2I) coordination. Advanced assisted driving such as V2V and V2I can reduce road accidents and traffic jams. High resolution and accuracy in object detection and estimation of range/angle/velocity is achieved using Imaging, mapping and localization and multiple sensors. Autonomous driving largely depends on sensing, driving and mapping technology. Sensing in AV are used to build an accurate 360deg environment model. Cameras, lidar, ultrasound, short-range and long-range radars are some of the sensors adopted by AV. Cameras gives high resolution, long range and capability to recognize traffic signals and road signs but underperforms under bad weather and poor lighting. Whereas Radars are resilient to weather and lighting and also detects distant and speedy objects but lacks clarity. Lidars have the benefits of wide field of vision and accurate distance estimation but has poor resolution and underperforms due to bad weather. AV use different strategies with the data from a combination of these sensors to ensure safe and reliable driving.
 
MEC and Edge-AI. AV largely depends on AI algorithms for autonomous driving. Data from multiple sensors are runtime feed to the AI algorithms for safe and reliable autonomous driving. AI based autonomous driving applications requires heavy computing, these computing can be offloaded to 5G system. Sensor data will be uploaded periodically from the AV to the edge MEC, where edge AI will process sensor data and assist the AV vehicle in self driving. The edge AI in MEC can also combine data from other AV and make driving decisions to the AV. Edge AI on MEC can use distributed AI or federated learning for co-operative learning and model training. 
 
 Data rate. Offloading heavy computing to the MEC requires significant uplink/downlink data rate. The aggregated data rate of up to 1Gps will be required for V2V and V2X communication.
 
Latency and Reliable communication. MEC Reliability is a vital part of edge assisted driving for safe and reliable driving. The reliability should be from 90% for co-operative awareness to 99.99% in the edge assisted driving. Along with reliability, low latency is another key factor for safe and reliable autonomous driving. The acceptable latency can vary between 3msec to 100msec depending on the mode of autonomous driving.
 
Mobility. Along with MEC reliability and low latency, providing required connectivity all the time even under mobility is a key factor for autonomous driving. The speed of the AV can vary from 1miles/hour to 80miles/hr.  
Seamless and smooth handover from one MEC to another MEC is also another key factor for safe and reliable AV driving. 
[bookmark: _Toc100862438][bookmark: _Toc100921162]5.A.2	Pre-conditions
Editor's note:	Pre-conditions is FFS.
[bookmark: _Toc100862439][bookmark: _Toc100921163]5.A.3	Service Flows
Alice has an autonomous car with subscription with the 5G network operator. One fine morning, Alice decides to go on a road trip from Sanfransico, CA to yellowstone national park, montana. The following would be the sequence of operations involved with the 5G networks
Step 1: [AV Configuration]
1) Alice turns on the AV and registers AV with registered operator. 

2) Alice programs the AV to operate in Edge assisted mode using the AV display.

3) AV initializes and uploads the configuration to the 5G network, and the 5G network acknowledges the AV with the configured mode.
Step 2: [Registration of Autonomous Vehicle and Update for services provided by the 5G Network]
1) When the AV is turned on, it registers and identifies with the 5G network. Based on the type of subscription and configured mode of driving, the AV initializes itself.

2) AV initializes its sensors and actuators such as camera, lidar, short- and long-range radars and registers itself with the edge driving assistance. 

3) AV performs a Build in Test on the sensors and actuators along with edge driving assistance to check if they are functional

4) Upon successful registration and Initialization, the AV is ready with the navigation map to get the destination address.

Step 3: [Edge Assisted Navigation to the Destination]
1) Once the destination address is keyed into the navigation system, the AV communicates to the edge driving assistance with the address.

2) The AV will start uploading the data from the sensors to the Edge driving assistance

3) The edge driving assistance will start assisting the AV with driving commands such as drive left, right, stop etc., 

4) The Edge driving assistance uses the connected vehicles information to collective perform a safe and reliable driving assistance of the AV.

Step 4: [Cross-Traffic Left-Turn Assist]
1) Edge driving will assist AV to turn left across the traffic based on the planned future trajectory.

2) Based on the data from the sensors, collective information from other connected AVs. Edge driving assistance will instruct AV to stop in case of an incoming traffic.

3) Once the cross-traffic is safe to turn left based on sensors and other connected AVs. Edge driving assistance will instruct AV to turn left. 


[bookmark: _Toc100862440][bookmark: _Toc100921164]5.A.4	Post-conditions
Editor's note:	Post-conditions is FFS.
[bookmark: _Toc100862441][bookmark: _Toc100921165]5.A.5	Existing feature partly or fully covering use case functionality
Editor's note:	Existing feature covering use case is FFS.
[bookmark: _Toc100862442][bookmark: _Toc100921166]5.A.6	Potential New Requirements needed to support the use case
[PR 5.A.6-1] The 5G system shall support Edge Driving Assistance upon request by autonomous vehicles.

[PR 5.A.6-2] The 5G system shall Authenticate autonomous vehicles.

[PR 5.A.6-3] The 5G system shall support enable/disable Driving Assistance upon request by autonomous vehicles.

[PR 5.A.6-4] The 5G system shall support Platooning Assistance upon request by autonomous vehicles

[PR 5.A.6-5] The 5G system shall support Remote driving upon request by autonomous vehicles.

[PR 5.A.6-6] The 5G system shall support Edge driving upon request by autonomous vehicles.

[PR 5.A.6-7] The 5G system shall support required Data rate. Maximum speed is between 0.01Mps to 1000Mbps.

[PR 5.A.6-8] The 5G system shall support range of 50meters to 1000meters.

[PR 5.A.6-9] The 5G system shall support highest reliability. 

[PR 5.A.6-10] The 5G system shall support Seamless and smooth handover from one Edge assistance during horizontal handovers. 

[PR 5.A.6-11] The 5G system shall support communication latency of 3msec to 100msec under dense multiuser environment. 

END OF CHANGE
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