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2	Classification of the Work Item and linked work items
2.1	Primary classification
This work item is a …  
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2.2	Parent Work Item 
	Parent Work / Study Items 

	Acronym
	Working Group
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	Title (as in 3GPP Work Plan)

	
	
	
	


2.3	Other related Work Items and dependencies
	Other related Work Items (if any)

	Unique ID
	Title
	Nature of relationship

	920030
	AI/ML model transfer in 5GS
	Previous Rel-18 work, some KPIs and basic requirements related to AI/ML model transfer have been specified.  

	
	
	

	
	
	



3	Justification
Following the outcome of the Rel-18 SA1 study on AI/ML model transfer over 5GS, new scenarios and aspects, missing or not fully covered in Rel-18, have been identified and suggested to be further investigated in Rel-19, i.e.: 
	-	AI/ML model transfer over 5G direct device connection, e.g., for distributed learning/inference. 
the use of 5G direct device connection to perform distributed learning/inference among devices, achieving the goal of using local data with privacy protection, energy saving, training  efficiency. etc. Potential scenarios are, for example:
· For Distributed Learning, controlled by network, each device uses the localized data while transfer the intermediate data to other nodes the device moves a certain coverage, has low power, or for combined computation for a big mode.
· For Distributed Inference, the device, holding valuable input data but with low power/computation resource, may calculate the first few layers of a AI model and offload the intermedia data to another device using D2D link for the final inference result. 
· For Federated Learning, Using D2D can involve devices outside 5G hotspot for distributed AI training/inference, partly offload computation to neighboring device, so as to improve the training accuracy/generalization and save device power.
For those D2D scenarios, new 5GS KPIs and  functional requirements should be investigated, for example, different QoS requirement on Uu and slidelink in relay scenario, and taking application, model storage, user consent into consideration for D2D discovery.
It is therefore proposed to study the two areas above, as per detailed objectives decribed in next section.
4	Objective
The objectives are to study new use cases and potential service and performance requirements to support efficient AI/ML operations using direct device connection , including:
[bookmark: _Hlk95815975][bookmark: _Hlk87650063][bookmark: _Hlk95815715]-	Distributed AI training/inference based on Device to Device connection, e.g. traffic KPIs, different QoS and functional requirements on slidelink transmission.
	-      Charging and security aspects.
[bookmark: _Hlk95813769]Note: The study should avoid overlaps with stage-2/3 work ongoing in Rel-18.
Note: 5GC's prediction of direct device connection data rate should not be considered
[bookmark: _Hlk96366459][bookmark: _Hlk96717157]Note: Requirement of direct network communication, if any, to support the Distributed AI traning/inference may be considered.
5	Expected Output and Time scale
	New specifications {One line per specification. Create/delete lines as needed}

	Type 
	TS/TR number
	Title
	For info 
at TSG# 
	For approval at TSG#
	Rapporteur

	
	
	
	
	
	




	Impacted existing TS/TR {One line per specification. Create/delete lines as needed}

	TS/TR No.
	Description of change 
	Target completion plenary#
	Remarks

	TR22.xxx
	To study the use cases and potential service and performance requirements for distributed AI training/inference involving direct device connection.
	TSG #98
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