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1	Impacts
{For Normative work, identify the anticipated impacts. For a Study, identify the scope of the study}
	Affects:
	UICC apps
	ME
	AN
	CN
	Others (specify)

	Yes
	
	x
	
	x
	

	No
	
	
	
	
	

	Don't know
	x
	
	x
	
	x



2	Classification of the Work Item and linked work items
2.1	Primary classification
This work item is a 
	
	Feature

	
	Building Block

	
	Work Task

	X
	Study Item



2.2	Parent Work Item
For a brand-new topic, use “N/A” in the table below. Otherwise indicate the parent Work Item.
	Parent Work / Study Items 

	Acronym
	Working Group
	Unique ID
	Title (as in 3GPP Work Plan)

	N/A
	N/A
	N/A
	N/A



2.3	Other related Work Items and dependencies
	Other related Work /Study Items (if any)

	Unique ID
	Title
	Nature of relationship

	
	
	



3	Justification
With the development of 5G network, new services such as AR/VR, cloud gaming, V2X, remote healthcare, Industrial Internet, etc. has proposed much higher requirements on both computing aspect and network aspect. For the network aspect, these scenarios require more in high bandwidth, low latency, high reliability, and high flexibility. For the computing aspect, computing resources of different categories (including CPU, GPU, and FPGA) and storage resources are to be supported, and cloud computing and edge computing are introduced. With the evolution on both computing aspect and network aspect, the requirements of the majority of communications services for public users and vertical industry have already been satisfied. However, the computing aspect and network aspect of current 5G network are not converged, which means the computing resources, computing routing, and computing service are not optimized for the communications service provided by the network. So the tendency for network development is to provide computing capability as well as network capability.  
As we know about the energy consumption of data centres are really high. For an individual cloud service provider, to achieve better service experience to customer, and provide service with wider coverage and lower latency, it has to set up more data centres, which leads to higher economic cost and energy consumption. Considering this, the most efficient way is to utilizing the existing data centre instead of building new ones. The challenges here are basically in these aspects:
· Different data centres belong to different cloud service providers, there is no platform to integrate all these resource so that a customer has no simple access to all the resource.
· Due to the lack of integrating, the resource cannot be scheduled while comes a requirement.
So we introduce Computing force network(CFN). CFN is the network which achieves computing and network convergence based on the awareness, control, and management over computing resources as long as network capability in the context of 5G-A. Computing force network provides the capability to jointly schedule service requests to optimal service endpoints along network path, and guarantee the quality of service (QoS) for end users.
4	Objective
This study is aiming at identifying use cases, providing gap analysis and defining potential requirements in the following aspects regarding computing aware network.
The objectives include:
· Study use cases related to leverage 5GS to provide computing force service and potential requirements, e.g.
· Quantify computing resource and computing requirements.
· Authentication and registration of 3rd party computing resource (data centre of cloud service providers, computing capability in UE, etc).
· Discovery and utilization of computing resources based on service requirements.
· Traffic scheduling to optimise computing resource usage.
· Potential enhancement on QoS of computing involved communication service
· [bookmark: _GoBack]Interactions between computing capability provider (e.g. data centre, personal GPU, etc.) and 5GS for more efficient path routing scheduling and resource selecting
· Identify KPIs regarding computing capability including latency (include network latency and processing latency), reliability, etc.
· Other aspects include security, charging and privacy.

5	Expected Output and Time scale
	New specifications {One line per specification. Create/delete lines as needed}

	Type 
	TS/TR number
	Title
	For info 
at TSG# 
	For approval at TSG#
	Rapporteur

	TR
	
	Study on supporting computing force network
	SA#97 (Sept 2022)
	SA#98 (Dec 2022)
	Xiaonan Shi




	Impacted existing TS/TR {One line per specification. Create/delete lines as needed}

	TS/TR No.
	Description of change 
	Target completion plenary#
	Remarks

	
	
	
	



6	Work item Rapporteur(s)
Xiaonan Shi, CMCC, shixiaonan@chinamobile.com
7	Work item leadership
SA1

8	Aspects that involve other WGs
None. 

9	Supporting Individual Members
{At least 4 supporting Individual Members are needed. There is an expectation that these companies will provide resources to progress the work. Note that having 4 supporting companies is a necessary but not sufficient condition: the usual TSG approval process by consensus is needed for the WID approval}
	Supporting IM name

	China Mobile

	CATT

	ZTE

	Huawei

	OPPO

	KPN?

	DT?

	Docomo?

	Verizon?

	T-Mobile?

	AT&T?

	vivo?

	InterDigital?

	Qualcomm?

	Futurewei?

	Spreadtrum Communications

	CEPRI?

	Xiaomi?

	Orange?

	LG Electronic?

	

	



