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[bookmark: _Toc408371044][bookmark: _Toc435809682]Abstract: This document discusses the intention of the Flocking use case and provides further information to clarify the intent and need for a requirement to support it.
Discussion
There has been discussion of the following requirement for some time in SA1.
	Group Performance “Flocking” Use Case
	[P.R.7.4-001]	The 5G system shall be able to support ‘aggregated performance’ for a group of UEs where the worst performing member defines the performance of the entire group. E.g. the 5G system could achieve performance for the entire group so as to avoid members achieving either significantly less or more performance than others in the group.
	propose to adopt it as CPR with some rewording
	[bookmark: _Hlk81333193][CPR-042] The 5G system shall be able to support changing the QoS policy associated with UE that is part of a FL group with group-based management, or assisting a 3rd party to adjusting the group membership (i.e. adding or removing group members), by providing candidate UE list considering location, user preference, and/or mobility prediction of a UE based on requests from 3rd party.
NOTE: The FL is assumed to be synchronous Federated Learning. the performance of a FL group depends of on proper in-time transfer of AI/ML model data by all group members.
Editor’s Note: It is required to clarify this requirement and check whether and how to differentiate it from existing functionalities




The intention of this discussion paper is to clarify the intent and need for this requirement and to propose a simplified wording that we can hopefully accept in a CR for the AMMT feature.
This is a proposed simplified restatement of this requirement, leaving out specific 
[CPR-042] The 5G system shall be able to support changing the aggregated QoS policy associated with UEs that are part of a FL synchronous federated group, or assisting a 3rd party to adjusting the group membership (i.e. adding or removing group members,), based on requests from 3rd party.
NOTE: A synchronous federated group is the performance of FL group depends of on proper in-time transfer of AI/ML model data.one where the performance of the group is bounded by the time required by the weakest performer to complete an iteration of a task (e.g. federated learning model training.) The aggregated QoS policy associated with the group bounds the group as a sum of all communication in that group, e.g. the total bit-rate allowed by all UEs in the group.


Changes from the previous version (in 22.874 CR0001, S1-213288, agreed in SA1 95e):
· Removed the specifics of how group membership changes will be done or required (this is rather a stage 2 description)
· Added clarifications to the note
· Rephrased the requirement with respect to ‘aggregated QoS’ to express it more clearly
· Removal of the editor’s note.

This requirement is based on some assumptions about how synchronous federated groups work and how the network can treat them in a useful way.
· A third party controls the group members and issues ‘synchronous federated’ tasks (e.g. federated learning.) This task advances best (or only) when all the members of the synchromous federated group complete their part and communicate the results back.
· This (application layer) service can observe the individual UE performance of the members of the group and identify two classes: the weak and the strong performers. The weak performers hold the group back. The strong performers complete their part much faster than the rest of the group. 
· The third party can then request that the weak members’ communication resources are increased (e.g. a higher MBR or GBR policy is applied to the communicate associated with the federated learning activity.) The goal is to improve the performance of the weak member – so they can complete the iteration faster. 
· The third party can request that the strong members’ communication resources are decreased (e.g. a lower MBR or GBR policy is applied to the communication associated with the federated learning activity.) The goal is to decrease the communication resources needed by the group.
· The network is able to ensure that the aggregated QoS policy (associated with the group) is not exceeded when the QoS of a single member’s policy is increased. 
· The network will adjust the aggregated QoS policy to consider the usage of the current set of members – so that if a member is added or removed from the group, the set of UEs to which the policy applies will change.

Though it is true that an application (AS) can request a change of QoS already, this is not the same as adjusting the QoS of a member of a group with its own aggregate QoS policy. The goal of this requirement is to enable management of the group under the same policy, flexibly and to improve the overall group performance.
Proposal
It is proposed to agree to add a requirement to 22.261 corresponding with the wording suggested above. 
