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Abstract: This contribution proposes autonomous train control and operation requirements to enhance the autonomous train control and operation use case in chapter 5 of TR22.990. We propose the requirements for urban railways.

--------------------------------------- Start of Change ----------------------------------------
[bookmark: _Toc65858263]5.7	Autonomous Train Control and Operation
[bookmark: _Toc65858264]5.7.1	Description
In legacy train control systems, trains typically decide its movement by interacting with trackside devices (e.g. track circuits, balise, radio block system) or communicating with a trackside server. If a train can autonomously figure out the positions of the nearby trains and decide its movement authority, the transport capacity of the railway will be enhanced. In the autonomous train control system whose service concept is aligned to the eV2X service, trains share its position by exchanging the information without any centralized server, and each train decides how far it can be authorized to move based on the position information. It is expected that main application area will be mass transportation such as subway.


Figure 5.7.1‑1 An example of autonomous train control scenario
[bookmark: _Toc65858265]5.7.2	Pre-conditions
1. Trains know the overall schedule, and the user equipment of each train is connected to the user equipment of the other trains operating at the same time.
2. A user equipment of each train is able to establish a connection with the object controller for the nearby point machine, where the point machine is a trackside element.
[bookmark: _Toc65858266]5.7.3	Service Flows
1. A train gets started and try registration to the currently operating trains. As a result of the registration, every train positions are known before running.
2. The train gets the responses of the registration from the other trains and estimates the positions of the trains.
3. The train decides its movement authority based on the position information and starts moving.
4. The train positions in the corresponding areas are shared through broadcasting or multicasting. Here, the train position information is updated in a periodic manner.
5. Based on the periodically updated information, each train updates its movement authority and conduct train control based on it.
6. If the train needs to connect to the nearby point machine, the train sends switch command with a reliable mechanism in the application layer.
[bookmark: _Toc65858267]5.7.4	Post-conditions
The autonomous train control is achieved by activating movement authority for each train or activating object controller for nearby point machine.
[bookmark: _Toc65858268]5.7.5	Existing features partly or fully covering the use case functionality
The potential new requirement in the followings have been considered only in TR 22.989 V18.0.0.
[bookmark: _Toc65858269]5.7.6	Potential New Requirements needed to support the use case
[bookmark: _Toc65858270]5.7.6.1	Requirements related to the Service layer
[PR 5.7.6.1-1] The FRMCS System shall provide a reliable mechanism in the application layer to discover a FRMCS UEs in off-network.
[PR 5.7.6.1-2] The FRMCS System shall provide an efficient and reliable waybe able to share the train position to distribute data to multiple FRMCS UEs for train control in off-network.
[PR 5.7.6.1-3] The FRMCS System shall be able to transmit train control data originated from one FRMCS UE to another FRMCS UE in off-network.

[bookmark: _Toc65858271]5.7.6.2	Requirements related to the Transport layer
 [PR 5.7.6.2-1] The FRMCS System shall be able to distribute train control data originated from one FRMCS UE to the other FRMCS UE in off-network.
[bookmark: _GoBack][PR 5.7.6.2-1] The FRMCS Service in Off-Network mode shall support the following traffic characteristics of data transfer for direct communication for autonomous train control and operation:
	Scenario
	End-to-end latency
	Reliability
(Note 1)
	UE speed
	User experienced data rate (UL and DL and SL)
	Payload
size
(Note 2)
	Area traffic density (UL and DL and SL)
	Overall UE density
	Communication range
	Service area dimension
(Note 3)

	Autonomous train control and operation data communication (Korea, urban railway)
	≤100 ms
	99.99 %
	≤100 km/h
	≤1 Mbps
	Small to large
	≤5 Mbps/km
	≤15 (3000 m)
	≤3000 m
(Note 5)
	≤3000 m
along rail tracks including bad weather conditions
(Note 4)

	
	NOTE 1:	Reliability as defined in TS 22.289 sub-clause 3.1.
NOTE 2:	Small: payload ≤ 256 octets, Medium: payload ≤512 octets; Large: payload 513 -1500 octets.
NOTE 3:	Estimates of maximum dimensions.
NOTE 4:	Non-Line-of-Sight (NLOS) between UEs shall be supported.
NOTE 5:     UEs are assumed to be located at the tail of the leading train and the front of the following train


Table 5.7.6.2-1: Traffic characteristics for autonomous train control and operation communication

 Note: this table is intended to be included in Section 6.2.2.2 of TS 22.289 [2]



 
--------------------------------------- End of Change ----------------------------------------
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