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---Start of the Change---
[bookmark: _Toc45387792][bookmark: _Toc52638837][bookmark: _Toc59116926][bookmark: _Toc61885755][bookmark: _Toc68279316]Annex H (informative):
AI/ML model transfer use cases 
H.1 	Introduction
This annex summarizes some use cases for AI/ML model transfer (AMMT) in 5GS. The use cases are catagorized into three aspects: AI/ML operation splitting between AI/ML endpoints, AI/ML model/data distribution and sharing over 5G system, and distributed/Federated Learning over 5G system.
[bookmark: _Toc45387793][bookmark: _Toc52638838][bookmark: _Toc59116927][bookmark: _Toc61885756][bookmark: _Toc68279317]H.12 	Split AI/ML operation between AI/ML endpoints
H.2.1	General principle
The scheme of split AI/ML inference can be depicted as in Figure H.1-1. The AI/ML operation/model is split into multiple parts according to the current task and environment. The intention is to offload the computation-intensive, energy-intensive parts to network endpoints, whereas leave the privacy-sensitive and delay-sensitive parts at the end device. The device executes the operation/model up to a specific part/layer and then sends the intermediate data to the network endpoint. The network endpoint executes the remaining parts/layers and feeds the inference results back to the device. 
[image: 41-split AI for introduction]
Figure H.2.1-1: Example of split AI/ML inference
[bookmark: _Toc45387794][bookmark: _Toc52638839][bookmark: _Toc59116928][bookmark: _Toc61885757][bookmark: _Toc68279318]H.12.12	Split AI/ML image recognition
The AI/ML-based mobile applications are increasingly computation-intensive, memory-consuming and power-consuming. AI/ML inference for image processing with device-network synergy can alleviate the pressure of computation, memory footprint, storage, power and required data rate on devices, reduce end-to-end latency and energy consumption, and improve the end-to-end accuracy, efficiency and privacy when compared to the local execution approach on either side.
This use case mainly requires high data rate together with low latency. The image recognition is usually a step of the processing pipeline of the application, such as object recognition, photo enhancements, intelligent video surveillance. When the image recognition result is used as an input to another time-sensitive application, e.g. AR display/gaming, remote-controlled automotive, industrial control and robotics, a much more stringent latency will be required.
H.21.32	Enhanced media recognition: Deep Learning Based Vision Applications
The application uses deep learning algorithms to process the video and identify the object of interest and provide information about it to the user. Furthermore, the application uses deep learning to reconstruct a 3D model of the object of interest by using the captured 2D video. For example, Feature Pyramid Network (FPN)-based object detection models are usually composed of a backbone FPN and a head that performs task-specific inference. The FPN processes the input images at different scales to allow for the detection of small-scale and large-scale features. The head may for instance segment the objects, infer a bounding box for the objects, or classify the objects. The FPN backbone constitutes the most complex portion of the network and lends itself to be offloaded to the edge/cloud. The backbone is a common part to a wide range of networks that can perform different tasks. The produced feature maps can then be sent back to the UE for task-specific inference.
H.21.43	Media quality enhancement: Video streaming upgradeupscaling

A user is playing a VR game on the cloud using their VR headset. The game is being rendered on the cloud and streamed down to the UE. The user wants to enjoy an immersive gaming experience which requires very high-quality video, e.g. 8K per eye at 120 frames per second. The cloud game server can only produce 4K video data due to hardware, load, and networking restrictions. AI is used to upscale the 4K content into 16K content for a better user experience.
The pre-trained models are optimized to the type of content (e.g. sport, cartoons, movie, …) and to the scale factor. As the user switches to a different piece of content, the device will check if the corresponding pre-trained model weights are already downloaded in the cache. If not available, the UE will download the pre-trained model weights for the selected piece of content and based on the desired up-scaling factor.
H.21.54	Split control for robotics
The mobile robots need to work in an ever-changing environment, hence need to perform fast and reliable sensing, planning and controlling. If the corresponding computation is performed on board in the robot, it will require intensive computations which lead to increased requirements of computation capabilities and power consumption. If Ooffloading all computations from robots to the cloud, has to consider the scenarios where the robots must include capacity of local processing for low-latency may failed to receive responses from cloud in low-latency during periods when network access quality is varying worse.
In a split-controlled robot system, the AI inference for the controlling can be split between the robot and the cloud server. The part which is complex but less susceptible to delays is offloaded to the remote computation in the cloud or edge control server. The low-complexity part which contains the error feedback terms and is latency-critical can be efficiently done by the local computation in the robot. Compared with the full control at network, the split control mode requires a higher user experienced DL data rate, but relaxes thea less stringent latency requirement.
H.21.65	Session-specific model transfer Condition-dependent split computation operations
This use case considers a particular use – rendering augmented reality in a headset UE with modest computational resources. The decision how to split the computation task between the UE and other computation resources can depend on the conditions of the communication network and on computational resources available in the UE. Theis strategy for splitting computation has been installed in the UE and Application Server, and the corresponding information is provided, so that the split point can be adjusted dynamically based on change of conditions, e.g. communication performance and/or UE’s capabilities.
H.23 	AI/ML model/data distribution and sharing over 5G system
H.3.1	General principle
The scheme of AI/ML model distribution can be depicted as in Figure H.2-1. Multi-functional mobile terminals might need to switch the AI/ML model in response to task and environment variations. The condition of adaptive model selection is that the models to be selected are available for the mobile device. However, given the fact that the AI/ML models are becoming increasingly diverse, and with the limited storage resource in a UE, it can be determined to not pre-load all candidate AI/ML models on-board. Online model distribution (i.e. new model downloading) is needed, in which an AI/ML model can be distributed from a NW endpoint to the devices when they need it to adapt to the changed AI/ML tasks and environments. For this purpose, the model performance at the UE needs to be monitored constantly.
[image: 42-model downloading] 
Figure H.3.12-1. AI/ML model downloading over 5G system
H.32.21	AI/ML model distribution for image recognition
The model used for vision processing at device needs to be adaptively updated for different vision objects, backgrounds, lighting conditions, purposes (e.g. image recovery vs. classification), and even target compression ratesetc.. In case the selected model has not pre-loaded in the device, the device needs to download it from the network before the image recognition task can start. using an available, but less optimal model, while the new model is downloaded from the network in parallel.
The data rate for downloading the needed models depends on the size of the model and the required downloading latency. The required model downloading latency depends on how fast the model needs to be ready at the device. This use case mainly requires high data rate together with low latency.
H.32.32	Real time media analysis and enhancementediting with on-board AI inference
As camera and picture/video quality become a differentiator among high end smartphones, AI/ML models to enhance photo shoots locally emerge on these high-end devices. AI accelerators are expected to enable the execution of complex AI/ML models directly on end-users connected devices; not only photo enhancements but high-quality audio and video content analysis and enhancement are expected to be executed locally on smartphones. 
New services relying on on-demand downloads of large AI/ML models to be executed in (near) real time on end user device will emerge. Depending on the service, the environment, the user’s preference, the device characteristics, etc., these DNN models for media analysis and enhancement will need to be adapted or updated under strict latency constraints which prevent all of them to be stored locally in advance. Potential new requirements needed to support the use case include: AI/ML model size, Aaccuracy of the model, latency requirementconstraint of the application or service, number of concurrent downloads.
H.32.43	AI/ML model distribution for speech recognition
AI/ML-based speech processing has been widely used in applications on mobile devices (e.g. smartphone, personal assistant, language translator), including automatic speech recognition (ASR), voice translation, speech synthesis. Speech recognition for dictation, search, and voice commands has become a standard feature on smartphones and wearable devices. Cloud-based speech recognition potentially introduces a higher latency (not only due to the 4G/5G network latency, but also the internet latency), and the reliability network connection and privacy issue need to be considered. 
The ASR model is compressed to fit the use at mobile device, the robustness to the various types of background noises has to been sacrificed. When the noise environment changes, the model needs to be re-selected, and in case the model is not kept in the device, the model needs to be downloaded from the cloud/edge server of the AI/ML model owner via 5G network. This use case mainly requires high data rate together with low latency.
H.32.54	AI model management as a Service
Due to the limitation of storage, UE cannot always preload all AI/ML models for different works. It can be a new commercial opportunity that operators provide services to help manage and distribute the AI/ML models so that UE can acquire a proper model immediately. The AI model management includes:
· Providing information (e.g. measured data rate, delay, network analytics results)Let 3rd party invoke capabilities exposed by 5GS to upload/download/update/delete/store/monitor AI models.
· Transmitting AI models to user efficiently per situation (e.g. entering into a certain area)
· As the 5GS may collect communication data, user experience, etc., it may pPerform a data analytics for user experience, which can generate analyzing results to help operator’s cloud train and improve AI models for the 3rd party.
H.32.65	AI/ML based Automotive Networked Systems
The focus of this scenario is on machine-to-machine AI/ML transfer learning and inference systems that are networked together using 5G networks to provide smart automotive applications and services. The proposed AI/ML systems may continuously exchange and share AI-ML model layers in a distributed and or federated network as determined by the system in response to a change of events, conditions or emergency situations, to improve some or all of the ML system prediction accuracy.  These systems may optimize the AI/ML inference latency by executing different layers on various AI/ML networked systems.
Two main types of ML models and model processing considered in this use-case: Large ML models updates using non-real time training, Partial transfer and exchange of AI-ML model data. Example scenarios include: AI/ML Systems Emergency Response to Disabled Vehicle, Traffic Surveillance Camera and MEC Metro Traffic Safety System, Approaching Intelligent Vehicle Reaction.
H.32.76	Shared AI/ML model monitoring
In each of these tasks, the provider of the shared AI/ML model may benefit from sharing a trained AI/ML model with the consumer(s) of the shared AI/ML model or may benefit from a distributed/federated AI/ML model training or a split AI/ML model training over the 5G system. Furthermore, AI/ML model monitoring is a requirement to enable online learning in the network (e.g. via Reinforcement Learning), a set of techniques more suited to promptly react to service degradation.
[bookmark: _GoBack]The shared AI/ML model provider, once sharing an AI/ML model over 5G System with a shared AI/ML model consumer, needs to keep track of the model performances to detect possible performance degradation of the shared AI/ML model (e.g. based on inference feedback from AI/ML model consumer such as a lower confidence level). AlternativelyIn another scenario, the shared AI/ ML model provider can split the AI/ ML model training with a shared AI/ML model consumer to constantly improve the performance of the shared AI/ ML model based on a local training and/or inference feedback from the shared AI/ML model consumer.
H.32.87	Prediction of AI/ML model distribution
[bookmark: OLE_LINK16]If the AI/ML model server was intelligent enough, it would be ideal that the AI/ML model server could predict that the User would need to use some AI/ML model and download the AI/ML model to the UE in advance. If the AI/ML model server is allowed to access to the UE’s location information according to user privacy policies, the AI/ML model server could obtain the UE’s location information directly from the UE or via the location service provided by the 5G network. If the AI/ML model server is not allowed to access to the UE’s location information according to user privacy policies, the 5G network function could still interaction with the AI/ML model server for prediction of need of certain AI/ML model without breaking the user privacy policies.
H.43 	Distributed/Federated Learning over 5G system
H.4.1	General principle
The scheme of Federated Learning (FL) can be depicted as in Figure H.3-1. The cloud server trains a global model by aggregating local models partially-trained by each end devices. Within each training iteration, a UE performs the training based on the model downloaded from the AI server using the local training data. Then the UE reports the interim training results to the cloud server via 5G UL channels. The server aggregates the interim training results from the UEs and updates the global model. The updated global model is then distributed back to the UEs and the UEs can perform the training for the next iteration.
[image: ]
Figure H.4.13-1. Federated Learning over 5G system
H.43.21	Uncompressed Federated Learning for image recognition
In Federated Learning mode, the cloud server trains a global model by aggregating local models partially-trained by each end devices based on the iterative model averaging. Within each training iteration, a device performs the training based on the model downloaded from the AI server using the local training data. Then the device reports the interim training results (e.g., gradients for the DNN) to the cloud server via 5G UL channels. The server aggregates the gradients from the devices, and updates the global model. Next, the updated global model is distributed to the devices via 5G DL channels, the devices can perform the training for the next iteration.
In order to minimizing the training latency for Federated Learning for image recognition, the computation resource at device for the training task should be fully utilized, i.e. the training pipeline is desired to be maintained. Therefore, this use case requires high data rate together with low latency.
H.43.32	Compressed Federated Learning for image/video processing
The basic federated learning methods can have disadvantages by massive uplink traffics and high computational cost at a mobile device. Therefore, it is beneficial to consider a compressed federated learning (CFL) method, which allows compressed (not full) models to be transferred during a learning period. Each UE trains a received model after expanding the spatial model and reports an intermediate training result to the CFL server, where the training result is comprised only of significant value weight gradients for applying a model compression. By doing so, uplink throughout requirement can be significantly reduced in comparison with the basic federated learning method without compression.
H.3.3	Data Transfer Disturbance in Multi-agent multi-device ML Operations
This use case is intended to describe a case of multi-agent multi-device ML operations with heavy data (i.e., the data size is huge) when there is partial or total disturbance for data collection/transfer (e.g., privacy regulation or temporary technical limitation like shortage of network resources or temporary failure).
The more data a learning model utilizes the better performance the learning model can achieve (assuming the data are reasonably independent from statistics perspectives or sufficiently correctly labelled (when supervised learning is concerned)), if not too large. However, if there is some disturbance in data collection/transfer, such as regional regulations or technical limitations (as described above), the expected performance would not be as good as the case without the disturbance. It is intended to minimize (or to prepare to minimize) the impact on transfer caused by technology (e.g., scheduling and/or information necessary for 3GPP entity to perform “good scheduling”).
H.43.4	Group Performance “Flocking” Use Case
A new ‘service enabler’ is introduced that allows a service provider to achieve effective performance for the entire group of devices. The term ‘Flock’ stands for a group that has performance requirements that consider the performance ‘as a team’ as opposed to the ‘total’ or results of the ‘best performers.’ Synchronous federated learning works best by eliminating bias – allowing diverse users and devices to participate and bring to the learning task diversity of input data, as the users will have different attributes. It is important not to merely focus on the ‘best performing devices’ in the federation and drop the rest. 
The 5G system shall be able to support ‘aggregated performance’ for a group of UEs where the worst performing member defines the performance of the entire group. E.g. the 5G system could achieve performance for the entire group so as to avoid members achieving either significantly less or more performance than others in the group.

---End of the Change---
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