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***************** Begin 2nd  Change *******************

A.4	Electric-power distribution and Smart Grid

***************** End of 2nd  Change *******************

***************** Begin 3rd  Change *******************
[bookmark: _Toc45387383][bookmark: _Toc75520051]A.4.4	Distributed energy automationautomated switching for isolation and service restoration
A.4.4.1	Distributed automated switching for isolation and service restoration
A power distribution grid fault is a stressful situation. There are self-healing solutions for automated switching, fault isolation and, service restoration. Furthermore, these solutions are ideally suited to handle outages that affect critical power consumers, such as industrial plants or data centres. Supply interruptions must be fixed within less than a second for critical power consumers. Automated solutions are able to restore power supply within a few hundred milliseconds.
[image: ]
Figure A.4.4.1-1: Depiction of a distribution ring and a failure (flash of lighting) 
The FLISR (Fault Location, Isolation & Service Restoration) solution consists of switch controller devices which are especially designed for feeder automation applications that support the self-healing of power distribution grids with overhead lines. They serve as control units for reclosers and disconnectors in overhead line distribution grids.
The system is designed for using fully distributed, independent automated devices. The logic resides in each individual feeder automation controller located at the poles in the feeder level. Each feeder section has a controller device. Using peer-to-peer communication among the controller devices, the system operates autonomously without the need of a regional controller or control centre. However, all self-healing steps carried out will be reported immediately to the control centre to keep the grid status up-to-date. The controllers conduct self-healing of the distribution line in typically 500 ms by isolating the faults.
Peer-to-peer communication via IEC 61850 GOOSE (Generic Object Oriented Substation Event) messages provides data as fast as possible (Layer 2 multicast message). They are sent periodically (in steady state, with changing interval time in fault case) by each controller to several or all other controllers of the same feeder and are not acknowledged. 
The service bitdata rate per controller is low in steady state, but GOOSE bursts with high dataservice bit rate do occur, especially during fault situations. GOOSE messages are sent by several or all controller units of the feeder nearly at the same point in time during the fault location, isolation and service restoration procedure with a low end-to-end latency. 
The associated periodic communication KPI is provided in Table A4.4-1. The fault detection and isolation is typically event driven requires aperiodic communication while the KPI is provided in Table A4.4.1-2. Its time synchronicity requirement is provided in Table A4.4.1-3.


	


Table A.4.4.1-1: Service performance requirements for distributed automated switching for isolation and service restoration 
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value [%]
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	1 (note 2)
	99.999 9
	–
	< 5 ms
	1 kbit/s (steady state)
1.5 Mbit/s (fault case)
	< 1,500
	< 60 s (steady state)
≥ 1 ms (fault case)
	 transfer interval (one frame loss)
	stationary
	20
	30 km x 20 km

	NOTE 1:	Length x width
NOTE 2:	UE to UE communication (two wireless links)



Table A.4.4.1-2 Aperiodic deterministic communication KPI for fault detection and isolation 
	Use case #

	Communication service availability
	Max Allowed End-to-end latency (note 1) 
	Message size [byte] 
	UE speed
	# of UEs

	Service Area

	1
	> 99.999 %
	20 ms
	< 100
	Stationary
	≤ 100/km2
	several km2

	NOTE 1:	UE to UE communication.



Table A.4.4.1-3 Synchronicity KPI for fault detection and isolation
	Use case #
	Number of devices in one Communication group for clock synchronisation
	5GS synchronicity budget requirement 
	Service area 

	1
	≤ 100/km2
	≤ 10 μs
	several km2



Use case one
GOOSE (a)periodic deterministic communication service supporting bursty message exchange for fault location, isolation, and service restoration.
.
A.4.4.2	Distributed Automation without use of GOOSE
If the control of electrical power distribution components is performed from a central system entity, the controlled entities can be operated in a way that a controlled service restoration is possible without the use of GOOSE. Though this is not as effective as the communication has less strict requirements, this form of Distribution Automation is nevertheless effective, compliant with IEC standards and widely deployed in energy systems. The associated KPI is provided in Table A.4.4.2-1: KPIs for Distributed Automation.
Table A.4.4.2-1: KPIs for Distributed Automation without use of GOOSE
	Use case #	Comment by Michael 95e Bahr (Siemens): Table columns need to be aligned with usual format (see 4.4.1-1)
Reorder
terminology
	Bandwidth (kbit/s)
	End-to-end latency: maximum
	Communication service availability: target value (%)
	Density #UE/km2
	Coverage
	Power supply backup (note1)

	1

	9.6 to100
	100 ms to 2 s
	99.999
	Concentrated rural
70.8
Dispersed rural
Semi-urban
7.6
Rural support
0.048
Urban
11.0
	TBD
	24 h to 72 h

	NOTE 1:	The Power supply backup KPI is provided for background information and a deployment issue.



Use case one
Distributed automation without use of GOOSE using a centralized architecture.

A.4.4.3	Intelligent distributed feeder automation
Intelligent distributed feeder automation system which supported by 5G connections among the intelligent power distribution terminals and distributed master station is designed to realize intelligent judgment, analysis, fault location, fault isolation and non-fault area power supply restoration operations. As illustrated in the Figure A.4.4.3-1, the distributed feeder automation system is mainly composed of distributed master station, distribution terminal and the communication system (UEs in the substations, 5G network, plus the data network). The distribution master station is mainly used for information gathering and human-computer interaction, and the distributed terminals are used for feeder status information collection, judgment, fault location, isolation, and power supply restoration. The implementation result will be reported to the distribution master station. The 5G communication system is to provide the communication link among the distribution terminals. The distribution master station is usually connected to the 5G system via a data network, which is out of 3GPP scope. The distribution master station manages multiple distributed terminals. Each distributed terminal is served by a 5G UE to exchange the collected data with other distributed terminals. From an application perspective, the communication between distributed terminals is peer-to-peer. The 5G communication service availability needs to be very high. Therefore, at least two communication links are usually deployed for hot standby or transmitting data synchronously between two distributed terminals. The associated KPIs are provided in Table A.4.4.3-1.
[image: ]	Comment by Walewski, Joachim (Siemens): Replace “5G” with “5G network”	Comment by 许玲00005269: The figure will be improved next meeting.	Comment by Walewski, Joachim (Siemens): Explain the significance of the black lines between the substations. Choose a different colour for the black line between the master station and the 5G network. I suggest labelling it with “data network”.	Comment by Walewski, Joachim (Siemens): Provide diagram with higher resolution.	Comment by 许玲00005269: The figure will be improved next meeting.	Comment by 许玲00005269: The figure will be improved next meeting.
Figure A.4.4.3-1 Example of intelligent distributed feeder automation
Table A.4.4.3-1 KPI for intelligent distributed feeder automation 
	Use case #
	User experienced data rate
(bit/s)
(note 1)
	IoT device to 5G network Latency (note 2)
	Synchronicity budget (μs)
	Reliability
%
	Connection density
	coverage

	1
	2 M to10 M
	Normal:1 s;
Fault:2 ms 
	<10
	99.999
	54/km2 (note 4)
78/km2 (note 5)
	

	NOTE 1: 	The KPI values are sourced from [bb]
NOTE 2: 	It is the one way delay from a distributed terminal to 5G network. 
NOTE 3: 		When the communication link switches off between the active and standby links, the switch off time between the two links is less than 50 µs which will be considered in the E2E latency, 
NOTE 4: 	When the distributed terminals are deployed along overhead line, about 54 terminals will be distributed along overhead lines in one square kilometre. The resulting power load density is 20 MW/km2. 
NOTE 5: 	When the distributed terminals are deployed in power distribution cabinets, there are about 78 terminals in one square kilometre. The resulting power load density is 20 MW/km2.



Use cases #1: Intelligent Distributed feeder automation


A.4.4.4	High speed current differential protection
High-speed current differential protection which is required sub-millisecond fault detection is another typical use case of power distribution automation. The approach utilises the natural characteristics of differential current measurements to significantly reduce fault detection time. The protection relays exchange the current samples via the 5G system. Each relay then compares the sent and received samples to determine if a fault has occurred in a protected area. This is done in order to identify and isolate a fault in the grid. The sampling rate varies dependent on the algorithms designed by the manufacturers. A protection relay collects the current samples (with the typical message size of up to 245 bytes) at a frequency in the range of 600Hz, 1200Hz, 1600Hz, 3000Hz. The exchange of measurement samples is done in a strictly cyclic and deterministic manner. With the sampling rate of 600 Hz, the transfer interval is 1.7 ms and the required bandwidth 1.2 Mbit/s; for 1200 Hz , the transfer interval is 0.83 ms and the required bandwidth 2.4 Mbit/s. As to the maximum allowed end-to-end delay between two protection relays would be between 5 ms and 10 ms, depending on the voltage (see  IEC 61850-90-1 for more details [aa]). For some legacy systems, the latency usually is set to 15 ms. The associated KPIs are provided in Table A.4.4.4-1.
Table A.4.4.4-1 KPI for high speed current differential protection
	Use case #
	Communication service availability
	End-to-end latency: maximum
(note 1)
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area

	1
	> 99.999 %
	15 ms
	2.5 Mbit/s
	< 245
	≤ 1 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	2
	> 99.999 %
	15 ms
	1.2 Mbit/s
	< 245
	≤ 2 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	3
	> 99.999 %
	10 ms
	2.5 Mbit/s
	< 245
	≤ 1 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	4
	> 99.999 %
	10 ms
	1.2 Mbit/s
	< 245
	≤ 2 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	5
	> 99.999 %
	5 ms
	2.5 Mbit/s
	< 245
	≤ 1 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	6
	> 99.999 %
	5 ms
	1.2 Mbit/s
	< 245
	≤ 2 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	NOTE 1:	UE-to-UE communication.



Use case #1: High speed current differential protection with sampling rate of 1200 Hz for legacy system.
Use case #2: High speed current differential protection with sampling rate of 600 Hz for legacy system.
Use case #3: High speed current differential protection with sampling rate of 1200 Hz under voltage condition1 (see  IEC 61850-90-1 for more details [aa]).
Use case #4: High speed current differential protection with sampling rate of 600 Hz under voltage condition1 (see  IEC 61850-90-1 for more details [aa]).
Use case #5: High speed current differential protection with sampling rate of 1200 Hz under voltage condition2 (see  IEC 61850-90-1 for more details [aa]).
Use case #6: High speed current differential protection with sampling rate of 600 Hz under voltage condition2 (see  IEC 61850-90-1 for more details [aa]).


***************** End of 3rd  Change *******************


***************** Begin 4th  Change *******************
A.4.6   Distributed energy storage
Distributed power generation includes various power sources such as solar, wind, fuel cells, and gas. Distributed power generation typically comes with a low power density and entails thus typicall a decentralised deployment. Decentralisation causes technical problems and challenges Smart Grid operators. When distributed power generation is connected to the elctrical grid, the energy flow becomes more complicated as the user is both a electricity consumer and producer (a so-called “prosumer”). Therefore, the current in the electricity grid can change direction at different locations of the grid and at different times of the day. 
The information exchanging in the distributed energy grid is not only including power-generation-related data, but also the control order for the distributed energy storage equipment, e.g. change the load characteristics to realise a flexible electricity grid etc.
[image: ]
Figure A.4.6-1 Example of Distributed Energy Storage grid architecture
Figure A.4.6-1 shows an example architecture of Distributed Energy Storage Grid.The Distributed Energy Storage Grid, which is comprised of residential, commercial and light storage users, requires the exchange of information among the Distributed Energy Storage Management Platform (DESMP) and the Distributed Energy Devices (DED). 
The DED is one kind of plug-and-play device and periodically collects its energy information, such as battery energy, charge and discharge status, energy alarm information, etc., and transfers them via 5G UE to DESMP. The DESMP regularly manages the DEDs e.g. monitors their working status, controls their working modes or configures their energy parameters etc. The associated KPIs are provided in Table A.4.6-1 and Table A.4.6-2. 

Table A.4.6-1 periodic communication service performance requirements ‒ data for distributed energy storage
	scenario
	 use case
	transfer interval target value
(ms)
	message size
(byte)
	User experienced data rate per storage location
(bit/s) (note1)
	communication latency (ms)
	reliability
	storage node density # /km2 (note2)
	activity factor/ km2
(note3)

	Dense Urban
	Virtual energy storage monitoring

	UL: 10
	UL: > 20 k

	UL: > 16 M
DL: > 100 k
	DL: 10
UL: 10
	DL: > 99.90%
	> 1 k
	10 %

	
	Virtual energy storage : other data collection 
	UL: 1000
	UL: 16 k
DL: > 100 k
	UL: > 128 k
DL: > 100 k
	DL: < 10
UL: < 1000
	
DL: > 99.90%
	> 1 k
	10 %

	Rural
	Power storage station monitoring 
	UL: 10
	UL: 16k x 50

	UL: > 640 M
DL: > 100 k
	DL: < 10
UL: < 10
	DL: > 99.90%
	> 100

	10 %

	
	Energy storage station operation data collection: other data
	UL: 1000
	UL: 26 k x 50
DL: >100 k
	UL: > 10.4 M
DL: > 100 k
	DL: < 10
UL: < 1000
	DL: > 99.90%
	> 100

	10 %

	NOTE 1: 	this KPI is to require service bit rate in one Energy storage station which may via one or more 5G connections and via one or more 3GPP UE(s) at the same time.
NOTE 2: 	It is used to deduce data volume in an area which has multiple energy storage stations. The data volume can be deduced through follow formula:
[bookmark: _GoBack](Current + other data) service bit rate per storage station x (storage node density per km2) x (activity factor per km2) + (video service bit rate per storage station) x (Storage node density per km2)
NOTE 3: 	Activitiy factor means the proportion that the number of active DED which are delivering its collected data during one second time window compared with whole number of DED in the area which has multiple energy storage station



Table A.4.6-2 Aperiodic communication service performance requirements -- - video for distributed energy storage
	Scenario
	 Use case
	User experienced data rate per storage station
(bit/s) (note1)
	Communication latency (ms)
	Reliability
	Storage node density (#/ km2) 

	 Rural
	Energy storage station: video
	UL: > 5 G
DL: > 100 k
	DL: < 10
UL: < 1000
	DL > 99.9%
	> 100 

	NOTE1: 	It can be calculated with following formula: 12.5 Mbytes/s x 50(containers) x 8 = 5 Gbit/s



A.4.7   Advanced metering
Instead of recording and sending metering data from a wired electricity meter unit, electricity metering collecting can be executed by an UE-integrated smart meter unit. Smart meter units can send real-time metering data to the server in the power enterprise through mobile networks. In this way, the Power Enterprise―based on the analysis of the user's power consumption behavior―-gives users power consumption suggestions, which fosters the users' power consumption and energy saving habits. 
The electric smart meters monitor relevant user energy status and deliver the status data to measurement data management system (MDMS). The MDMS sends control commands according to its policy and status data collected from the smart meters. The MDMS commands include tripping, closing permission, alarm, alarm release, power protection, and power protection release. Accurate-fee control is one of the basic services of advanced metering. When the electric power user doesn’t pay his electric fee on time, the MDMS can cut off power supply in time. And when there is a need for temporary power supply for this user, the MDMS can recover the power supply either. This operation requires real-time interaction between the electric smart meter and MDMS. Due to massive electricity meters utilized, it is estimated that in the near future, the amount of this kind of communication connection will be increased up to 5-10 times. The associated KPIs are provided in Table A.4.7-1.
Table A.4.7-1  Communication KPI for advanced metering (note1)
	User experienced data rate
(bit/s)
	Latency
(ms)
	Reliability
%
	Connection density

	UL:<2M
DL:<1M
	Accuracy fee control: < 100 (note2);
General information data collection: <3000
	>99.99
	<10000/km2 (note3)

	NOTE 1:	The KPI values refer [ee].
NOTE 2:	It is one way end-to-end latency from 5G IoT device to backend system. The distance between the two is below 40 km (city range).
NOTE 3:	It is the typical connection density in today city environment. With the evolution from centralised meters to socket meters in the home, the connection density is expected to increase 5 to 10 times. 




A.4.8   Smart Distribution Transformer Terminal
The Smart Distribution Transformer Terminal is usually deployed in the distribution transformer area. It can support multiple energy applications simultaneously. Multiple kinds of energy data are collected firstly by the terminal and then delivered to related energy application platform. The collected energy data also can be analysed in the terminal locally and then infer the decision to perform real-time action. Figure A.4.8.1-1 illustrates a work flow example of Smart Distribution Transformer Terminal.
[image: C:\Users\GIRATI~1\AppData\Local\Temp\1604115261(1).jpg]Energy end equipment
Energy application platform

Figure A.4.8-1: Example of Smart Distribution Transformer Terminal work flow
In general, the connections between the Smart Distribution Transformer Terminal and the Energy application platform are provided by the 5G system. The connections between energy end equipment and Smart Distribution Transformer Terminal may be or not provided by 5G system. If it is provided by 5G system, about 300 to 500 energy end devices are connected to one Smart Distribution Transformer Terminal. The average service bit rate between the Smart Distribution Transformer Terminal and an energy end device is more than 2 Mbit/s in uplink for each application. The related communication distance is between 100m to 500m. The associated KPIs are provided in Table A.4.8-1.
Table A.4.8-1: Key Performance for Smart Distribution Transformer Terminal
	Average service bit rate (UL)
(note 1)
	End-to-end latency
(note 2)
	User density
	Coverage

	> 2 Mbit/s
	10 ms, 100 ms, 3 s
	500 devices/distribution area (note 3)
	100 m ~ 500 m, outdoor, indoor / deep indoor

	NOTE 1:	It is the smart metering application data rate between the Smart Distribution Transformer Terminal and energy end equipment. Once there are multiple smart grid applications, it is required more data rate.
NOTE 2:	It depends on different applications supported by the Smart Distribution Transformer Terminal. The less the latency is, the more applications can be supported.
NOTE 3:	The distribution area can be calculated as 3.14 x range2 and in general is between 0.031 km2 and 0.79 km2.



A.4.9   Distributed energy resources and micro-Grids
Distributed energy resources (DER) become increasingly important. The potentially large number of DERs will have an impact on security, stability, and operation efficiency of the whole energy grid. The concept of micro-grid was introduced to DER and thus reduce the negative impact on energy grids.
The integration of DERs into the energy grid poses many challenges for the involved communication system. To incorporate more renewable and alternative energy sources, the communication infrastructure must have the ability to easily handle an increasing amount of data traffic or service requests and must provide a real-time monitoring and control operation for these distributed energy resources. A reliable communication between them is crucial. 
When it comes to communications architecture, IEC61850 is a widely accepted standard for automation and equipment of power utilities and DER, specifically for defining protocols for IEDs (Intelligent electronic devices) at electrical substations. IEC 61850 standard specifies the timing constraints for messages typically used in substations (table 5.15.1-1). GOOSE (Generic Object Oriented Substation Events) and SV (Sampled Values) messages are assumed as time critical messages, having the tightest deadlines (maximum allowed transfer time) among all IEC 61850 messages, corresponding to 3 ms. While GOOSE is typically used to transfer information closely related to monitoring and control functions (circuit breaker status etc.), SV is used to transfer numerical samples of current and voltage signals. The SV protocol works on a periodic information transmission model, regularly sending messages at a fixed rate. For protection purposes, the default rate is 4000 or 4800 messages per second for, respectively, 50 or 60 Hz power systems. On the other hand, the GOOSE protocol operates in a sporadic information transmission model, where a continuous flow of data is maintained to increase communication reliability. The typical sizes of GOOSE and SV messages are, respectively, 160 and 140 bytes. GOOSE messages are transmitted at two different modes: 1) Safe operation: 1 message / second (with the bitrate of 1.28 kbps); 2) Emergency operation: 32 message / second (with the bitrate of 40.96 kbps). SV messages are transmitted at much high rate 4800 message / second (with the bitrate of 5.376 Mbps). The associated KPIs are provided in Table A.4.9-1 and Table A.4.9-2.
Table A.4.9-1: Key Performance for Distributed energy resources (DER): using SV (Sampled Values) message
	Characteristic parameter
	Influence quantity
	Remarks

	Communication service availability: target value
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bit rate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE 
speed
	

	99,9999 %
	–
	< 3 ms
	4,5 Mbit/s
	140
	≤ 1 ms
	transfer interval
	stationary
	50 Hz power system

	99,9999 %
	–
	< 3 ms
	5,4 Mbit/s
	140
	≤ 1 ms
	transfer interval
	stationary
	60 Hz power system

	NOTE:	UE to UE communication is assumed.



Table A.4.9-2: Key Performance for DER: using GOOSE message
	Communication service availability
	Max Allowed End-to-end latency
	Message size [byte] 
	UE speed
	# of UEs

	Service Area

	> 99.9999 %
	< 3 ms
	160
	Stationary
	-
	-

	NOTE: 	UE to UE communication is assumed.



A.4.10   Ensuring uninterrupted communication service availability during emergencies
During emergencies, public mobile land networks (PLMNs) may restrict network access, which may lead to a prohibitevly low communication service availability for machine-type communication (MTC) in critical condition. Example is communication for microgrids. Microgrids are separate parts of a power grid, which can be controlled and operated individually in a so-called island mode or together with other part of a power grid as a whole. Existing features of a mobile network can be used to differentiate MTC of devices in a microgrid from other kind of MTC devices or human-to-human communication. It ensures that these microgrid devices have communication service during emergencies. Thus it enables co-ordinate the use of DERs in micro-grids, then the DERs can autarkically perform blackout recovery of an islanded microgrid. The idea is to ensure reliable and available communication for selected devices during emergency conditions, without giving these devices additional priority or adversely affecting to other prioritised users during emergencies.
The associated KPIs are provided in Table A.4.10-1.
Table A.4.10-1: Key Performance for uninterrupted MTC service availability
	Characteristic parameter (KPI)
	Influence quantity

	Communication service availability
	Communication service reliability: mean time between failures
	Max Allowed End-to-end latency (note 1) 
(note 2)
	Service bit rate: user-experienced data rate (note 2)
	Message size [byte] 
	Survival time
	UE speed
	# of UEs

	Service Area

	99.999 9 %
	
	100 ms
	< 1 kbit/s per DER
	
	
	Stationary
	
	

	NOTE 1:	Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).
NOTE 2: 	It applies to both UL and DL unless stated otherwise.


A.4.11   Applications using sampled values according to IEC 61850-9-2
As electric grids are expanding, there is an increasing need for fault detection and fault location. For maintaining system stability in real time, it requires precision timing. There is also a raising interest to have other clock synchronization sources in addition to GNSS.
IEC 61850-9-2 [cc] specifies a protocol for transmitting measurement information in an energy grid using Ethernet. This standard also recommends the use of the Precision Time Protocol (PTP) for clock synchronization and the IEC 61850-9-3 standard [dd] shall be followed whenever PTP is used. Since different types of clocks produce different time errors and jitter, overall time inaccuracy must be evaluated to make sure that application time accuracy requirements are fulfilled. In IEC 61850-9-3 [dd], the inaccuracy of a network time is specified, i.e. it should be better than 1μs after crossing 15 transparent clocks or 3 boundary clocks. PTP inaccuracies allowed for power utility automation are listed in Table A.4.11-1:
Table A.4.11-1. Allowed inaccuracy defined by IEC 61850-9-3 [dd]
	Clock type
	Inaccuracy

	Transparent clock (TC)
	< 50 ns

	Boundary clock (BC)
	< 200 ns

	Grandmaster clock
	< 250 ns


Grandmaster clocks in substations today use a GNSS receiver to achieve clock synchronization with holdover time even up to 24h (corresponding to <1μs accuracy). However, since the time source (GNSS) may become unavailable due to failure (e.g., broken antenna, unavailability of the GNSS satellites, or interference of the satellite signal), 5G is a candidate resiliency solution. In order to reach the same level of measurement accuracy as GNSS, 5G capable grandmaster clock must have an inaccuracy of of 250ns or less when its timing reference is used in the same location as the Grandmaster clock that is usually used to synchronise Smart-Grid devices over Ethernet.
Synchronization requirements are related to various scenarios. In particular, IEC/IEEE 60255-118 [ee] defines a Phasor Measurement Unit (PMU) that must maintain less than a 1% total vector error (TVE). Such error includes time, phasor angle and phasor magnitude estimation errors. It also recommends that a time source that reliably provides time, should be at least 10 times better than values corresponding to 1 % TVE. IEC 61850-9-3 [dd] should be followed whenever substation has PMUs either as standalone devices or PMU-capable protection relays.
By using PTP within a substation, the system can have multiple grandmaster-capable clocks, which―in case of failure of the current grandmaster―can be used to maintain accurate time between devices. However, when sampled values are processed outside the substation, time inaccuracy limits defined by IEC 61850-9-3 [dd] must be followed, since the devices are not connected to the same grandmaster clock and therefore measurement timestamps may be too inaccurate.
The associated KPIs are provided in Table A.4.11-2.
Table A.4.11-2: Clock synchronization service performance requirements
	User-specific clock synchronicity accuracy level [ff]
	Number of devices in one Communication group for clock synchronisation
	Clock synchronicity requirement 
(see note)
	Service area 
	Scenario

	4
	Up to 100 UEs
	< 250 ns - 1 µs [dd]
	< 20 km2
	Smart Grid: 
Synchronicity between sync master and PMUs 
This range covers the extreme cases where the
PTP clock in the end device uses 5G sync modem as direct time-source (1 µs)
The 5G sync modem acts as PTP GM or 5G sync modem provides PPS output to PTP GM at the top of the Ethernet based synchronization chain with up to 15 transparent clocks or 3 boundary clocks (250 ns).

	4a
	Up to 100 UEs
	< 10 µs to 20 µs [dd]
	< 20 km2
	Smart Grid: Power system protection in digital substation with merging units, line differential protection and synchronization

	4b
	Up to 100 UEs
	< 1 ms [dd]
	< 20 km2
	Smart Grid: Event reporting and Disturbance recording use-cases

	NOTE: The clock synchronicity requirement refers to the clock synchronicity budget for the 5G system



***************** End of 4th Change *******************
***************** End of Changes *********************
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