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Abstract: This paper provides additional explanation for use case 5.7, to clarify why RAN information visibility to the MNO enables proactive intervention and how this improves electrical service.
Introduction
In SA1, during the FS_5GSEI study, it has been questioned whether there is a need for a DSO to obtain RAN information – including assigned frequency, RAT type, signal strength and Cell ID information. 
It was asserted that this information provides significant information to the DSO to allow them to anticipate failures in advance and to improve their planning to avoid outage incidents. This, it was stated, can improve availability of service. 
This paper attempts to explain this in terms of examples and concretely in terms of specific experiences in electrical networks that rely upon 3GPP telecommunications.
Discussion
When there is an electrical outage, the electrical service operator strives to restore service as quickly as possible. There are several reasons for the need for rapid recovery from an interruption of electrical service:
-	In some countries, regulations require rapid recovery and penalize an energy service provider for any time in which services does not operate. For example, at the least, in many countries customers do not have to pay for electrical service when it is not available.
-	Interruptions in electrical service can be expensive, as businesses often require electricity for operations, manufacturing and to properly store valuable products. Thus, electrical outages can translate directly into business losses (of productivity or inventory.) 
-	Power outages for hospitals and care facilities can result in harm or even death to patients.
-	Electrical service outages affect many customers, so failure of service is not comparable in terms of business consequences to outages of mobile telecommunication service to a single customer.
The scenario in TR 22.867, 5.7 considers a UE that serves as a router to a substation network. Mobile telecommunication service serves to connect the substation network with the energy system operator. This in some sense serves as a replacement for a fiber optic cable connectivity to the substation. It is this form of communication that should serve as the comparison. Note that a fiber optic link provides availability of at least 99.999%.
Outages occur at some point in the electrical system hierarchy for a variety of reasons. In the absence of ‘smart grid’ communication, it is still possible to identify where in this hierarchy an incident has arisen. It is always possible to dispatch a service person to the affected site(s) and manually resolve the problem. This process requires an hour or more before a resolution can be achieved in nearly every location of the electrical system. It is important to consider this as the reference scenario.
Where communication is possible to substations, distribution automation can be deployed to resolve outages very efficiently, often within the first three minutes. The following examples show two outages and can be considered characteristic of the prospects of resolution in most situations.
In Figure 1, an incident affecting an underground MV line eliminated service to 4223 customers. The existence of DA in secondary substations along the line allowed the fault to be isolated quickly and then resolved. This dramatically reduced the service outage duration for a substantial number of customers. A few customers that were along a line without DA access required local operation that took more than one hour. (The time scale on the X axis is not to scale.)
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Figure 1: Incident Example
Over 50% of the customers could have their service restored in 3 minutes. Another 40% of the customers had their service restored in under 10 minutes. The remaining roughly 10% of the customers required manual intervention in order to have their service restored. The rapid service restoration saved EUR 1000s in saved penalties as well as needing only one service truck to roll.
In Figure 2, another example, another MV line was damaged, again showing a complication of a line that did not offer the possibility of DA intervention.
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Figure 2: Incident Example featuring a time consuming recovery for a minority of customers
This incident affected 5292 customers. The outage lasted 7 hours but it can be observed that most of the customers could have their service restored within the first minutes due to remote access to primary and secondary substations and intervention using DA. In this incident, EUR 10000s could be saved.
Considering the importance of rapid response during a power outage, it is important that the communication facility is available at the time of an outage. If communication failure only is ascertained during an incident, the outage duration can be extended significantly for most of the affected customers.
In order to improve availability, some DSOs use dual USIM UE deployments. In practice, it takes on the order of 2 minutes to bring up service on an alternate mobile network. These minutes, if they coincide with an outage, are expensive both in terms of penalties and in terms of problems faced by customers during the outage. This also uses up roughly half of the ‘downtime budget’ of 99.999% availability (5 minutes per year unscheduled downtime maximum.)
Communication links are tested, e.g. every minute by means of ping messages end to end, to identify availability and latency. The effective availability of 3GPP telecommunications networks observed in practice can be more like 98.5% (where availability means ability to achieve communication with the expectations of performance according to the service level agreement. While this is far below the levels we expect from 5G and that we cite in stage 1 requirements, the fact is that observations of performance of past generations indicate that in order to achieve the target availability, information is needed.
<ideally there should be a figure showing communication degradation correlated with performance degradation and some statistics indicating how often these occur>
Communication performance failure, based on extensive field experience, can be correlated with RAN performance events. The UE providing substation communication is stationary. When there is mobility to another cell, assignment to another RAT, decreased radio performance – this can be compared to historic information indicating failures. In this case when communication with a ‘primary’ PLMN shows signs of declining performance, an ‘alternate’ communication channel can be employed, e.g. registration with another PLMN for a multi-USIM device. This action can be performed proactively, so that in the event that the ‘primary’ communication session does fail to deliver required performance, recovery can occur quickly (within seconds) to the ‘alternative’ communication session.
Conclusion
This paper describes a very important and prevalent scenario in which high availability is achieved for energy system customers by means of a highly available telecommunication system. In order to ensure that telecommunication performance degradation does not lead to prolonged service outages for energy customers, RAN performance is monitored to detect conditions indicating likely service problems. This gives the energy service provider an opportunity to arrange for alternative communication to ensure robust service delivery to their customers even in the event of reduced telecommunications performance.
The introduction and enhancement of network analytics in 5G and their exposure to 3rd parties will enable exactly this approach to achieving extremely high availability for utilities relying on telecommunications for their infrastructure.
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