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---------- Use Case template ----------
5.x
Multi-modality Conference Assistant
5.x.1
Description

In face 2 face international conference, not all of the participants can recognize the speaker, because people are not familiar with each other. And because of different accent from different place, audience cannot understand the speech very well. 
A Multi-modality Conference Assistant can detect speaker’s position, recognize speaker’s identity, transfer speech to text and show information on display. 

Microphone array records the voice and detect the voice’s direction. Video from the camera is used for identity and text recognition. Both recognition of identity and text need multi-modality data from microphone and camera.
For security and privacy reasons, the server for identity recognition (e.g., biological recognition server) is usually set up separately in a secure zone. At least two servers are needed to deal with recognition of identity and text. So, huge amount of same data needs to be transmitted to different servers simultaneously.
In this use case, a multi-modality conference assistant has some new requirements for 5G system.
5.x.2
Pre-conditions
The multi-modality conference assistant consists of the following parts: 

· Two 5G capable microphones

· One 8K video camera with 5G capability

· One 5G capable display

· Biological Recognition Server (BRS)
· Multi-modality Interaction Server (MIS)
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Figure1: multi-modality conference assistant is getting ready

While the participants are waiting for the conference beginning, microphones and the camera calibrate their relative position via 5G ranging service and synchronize their time via 5G TSN.
5.x.3
Service Flows

When a speaker begins to deliver a speech, 2 microphones record the voice of the speaker and the 8K camera captures all of the local participants. Microphones transmit audio data with time stamp to BRS and MIS. The camera transmits 8K video data to BRS and MIS simultaneously. 
Because the video size is too large and BRS and MIS get totally same data, uplink broadcast is needed to save resources.
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Figure2: one participant begins to speak
BRS:
BRS analyses the phase difference between voice from 2 microphone and detects the position of the speaker. So, BRS finds the speaker in the 8K video and recognizes his/her identity.

BRS tells the speaker’s name to the display via 5G network.

MIS:

MIS analyses the phase difference between voice from 2 microphone and detects the position of the speaker. So, MIS finds the speaker in the 8K video. MIS uses AI to analyse lips’ movements and voice in the audio, and then recognizes the text of the speech.
MIS transmits the text, and speaker’s video to the display. 
Another speaker:

If another participant begins to speak, BRS and MIS can detect phase difference between voice changes. A time difference of less than 0.4us should be able to be measured in order to distinguish two participants close to each other.
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Figure3: another participant begins to speak
5.x.4
Post-conditions

The correct speaker’s video and name are showed on the display.
Accurate content is showed on the display.
5.x.5
Existing features partly or fully covering the use case functionality
< Highlight existing features in the existing set of normative specifications that partly or fully cover this use case.>
5.x.6
Potential New Requirements needed to support the use case
The 5G system shall be able to support highly efficient uplink transmission to multiple servers simultaneously (e.g., UL multicast).
The 5G system shall be able to support transmission of Multi-modality Data from multiple UEs.

The 5G system shall be able to provide a mean to transfer the Multi-modality Data to different servers simultaneously in order to achieve higher recognition.

The 5G system shall be able to measure time difference at accuracy of 0.4us.

