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3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

DOF 
Degrees Of Freedom


------------------------------- Next change ----------------------------

4
Overview 

Tactile and multi-modality communication services enable multi-modality interactions, combining ultra-low latency with extremely high availability, reliability and security. Tactile internet can be applied in multiple fields, including: industry, robotics and telepresence, virtual reality, augmented reality, healthcare, road traffic, serious gaming, education and culture, smart grid, etc[2]. Multi-modality can be used in combination in the service to provide complementary methods that may convey redundant information but can convey information more effectively. With the benefit of combining input from more than one source and/or output to more than one destination, interpretation in communication services will be more accurate and faster, response can also be quicker, and the communication service will be smoother and more natural.
------------------------------- Next change - Discussion ----------------------------

Use case described in 5.1 
------------------------------- Next change ----------------------------
Discussion Point: The use case described in clause 5.1 is about a scenario between a device (which is connected to UE and then to a server based on the second sentence of and a figure in clause 5.1.2 (Note: Figure number should be provided)). 

There is no precondition or service flow specific to what air interface (i.e., 3GPP or something else) the link between that device and “5G UE” would use. This being said, the “device” presented in a Table in clause 5.1.6 (The table numbering should be given), is not defined to be (or not to be, exclusion) 3GPP scope. As long as there are no specifics about this link, the suggested PRs are not aligned with the scenario description. Therefore, the KPI values in the right hand side columns are not clear specifically about what 3GPP should do to support those number.
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

5.1
Immersive Multi-modal Virtual Reality application
5.1.1
Description

Immersive Multi-modal Virtual Reality application describes the case of a human interacting with virtual entities in a remote environment such that the perception of interaction with a real physical world is achieved. Users are supposed to perceive multiple senses (vision, sound, touch) for full immersion in the virtual environment.  The degree of immersion achieved indicates how real the created virtual environment is. Even a tiny error in the preparation of the remote environment might be noticed, as humans are quite sensitive when using Immersive Multi-modal Virtual Reality applications. Therefore, a high-field virtual environment (high-resolution images and 3-D stereo audio) is essential to achieve an ultimately immersive experience.
5.1.2
Pre-conditions

The devices for Immersive Multi-modal Virtual Reality application may include multiple type of devices such as VR glass type device, the gloves and other potential devices that support haptic and/or kinaesthetic modal. These devices are first connected to a 5G UE and then connected to the Immersive Multi-modal Virtual Reality application via the 5G network.

NOTE: The devices that are connected to a 5G UE and then to VR application via the 5G network are assumed to be 3GPP UE. If they are not, the exact details on performance requirement presented in Table 5.1.6.1-1 are FFS.
Based on the service agreement between MNO and Immersive Multi-modal Reality application operator, the application operator may in advance provide the 5G network the application information including the application traffic characteristics and the service requirement for network connection. For example, the packet size for haptic data is related to the Degrees Of Freedom (DOF) that the haptic devices supports, and packet size for one DoF is 2-8 Bytes [1] and the haptic device generates and sends 500 haptic packets within one second.
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Figure 5.1.2-1. Devices connected to 5G UE and then to VR application via 5G network.

5.1.3
Service Flows 
1. The application user utilizes the devices to experience Immersive Multi-modal Virtual Reality application. The user powers on the devices to connect to the application server, then the user start the gaming application.

2. During the gaming running period, the devices periodically sends the sensing information to the application server, including: haptic and/or kinesthetic feedback signal information which is generated by haptic device, and the sensing information such as positioning and view information which is generated by the VR glass. 

NOTE 1:
The devices may send the haptic data and the sensing data with different periodic time. As an example, the device may send one packet containing haptic information to the application server every 2ms, and send the packets related to sensing information to application server every 4ms. Thus the haptic data and sensing data may be transferred in 5G network via two separate flows. The amount of haptic packets that are generated and transferred within one second may be 1K-4k packets (without haptic compression encoding), or 100-500 packets (with haptic compression encoding). As indicated in IEEE 1918.1 [3], the size of each haptic packet is related to the DoF capacity that haptic device supports, the data size for one DoF is 2-8 Byte.
3. According to the uplink data from the devices, the application server performs the process operation on immersive game reality including rendering and coding the video, the audio and haptic model data, then application server periodically sends the downlink data to the devices via 5G network. 

NOTE 2:
The application server may also send the haptic data and the video/audio data with different periodic time. For example, the application server sends one packet containing haptic information to the device every 2ms, and it sends the packets related to one video/audio frame to the device every 16.7ms in case 60 Frame Per Second which forms one burst traffic that goes on 3ms. Thus the haptic data and audio/video data may be transferred via two separate service data flows.
4. The devices receive the data from the application server and present the related sensing including video, audio and haptic to  the user.

5.1.4
Post-conditions
The user experiences the immersive game reality application enabled by 5G network, and the 5G system address the service requirements of the application.
5.1.5
Existing features partly or fully covering the use case functionality

TS 22.261 specifies KPIs for high data rate and low latency interactive services including Cloud/Edge/Split Rendering, Gaming or Interactive Data Exchanging, Consumption of VR content via tethered VR headset, and audio-video synchronization thresholds.

5.1.6
Potential New Requirements needed to support the use case

5.1.6.1
KPIs for Immersive Multi-modal Virtual Reality application 

The 5G System shall provide the network connection to address the KPIs for Immersive Multi-modal Virtual Reality application.

Table 5.1.6.1--1. Multi-modality communication service performance requirements.
	Traffic direction
	Traffic types
	Packet Size


	Reliability (%)
	Latency (ms)
	Average data rate

	Device ( Application Server

	Haptic feedback


	1 DoF: 2-8 B

3 DoFs: 6-24 B

6 DoFs: 12-48 B

More DoFs may supported by the haptic device
	99.9 (without haptic compression encoding)

99.999 (with haptic compression encoding)
	<5 for one packet [Note 2]
	1k-4k packets/s (without haptic compression encoding);

100-500 packets/s, (with haptic compression encoding)



	
	Sensing information i.e. User poisoning and view
	
	99.99
	<5
	< 1Mbps

	Application Server ( Device
	Video
	
	99.9
	<10 [Note 1] for one video frame
	1-100 Mbps

	
	Audio
	
	99.9
	<10 for one audio frame
	5-512 kbps

	
	Haptic feedback

	1 DoF: 2-8 B

3 DoFs: 6-24 B

6 DoFs: 12-48 B
	99.9 (without haptic compression encoding)

99.999 (with haptic compression encoding)
	<5 for one packet [Note 2]
	1k-4k packets/s (without haptic compression encoding);

100-500 packets/s, (with haptic compression encoding)



	NOTE 1:
Motion-to-photon delay (the time difference between the user’s motion and corresponding change of the video image on display) should be less than 20ms, the communication latency for transfer the packets of one audio-visual media is less than 10ms, e.g. the packets corresponding to one video/audio frame are transferred to the devices within 10ms.

NOTE 2:   Refer to IEEE 1918.1 [3] , as for haptic feedback, the latency should be less than 25ms for accurately completing haptic operations. As rendering and hardware introduce some delay, the communication delay for haptic modality should be reasonably less than 5ms, i.e. the packets related to one haptic feedback are transferred to the devices within 10ms.


5.1.6.2 Service requirements for Immersive Multi-modal Virtual Reality application
Editor’s Note: The service requirements for Immersive Multi-modal VR application needs FFS.

Editor’s Note: KPIs for haptic- audio-video synchronisation needs FFS.

------------------------------- Next change ----------------------------
Discussion Point: The use cases for robots are very wide but this use case oversimplified the different aspects of those use cases. For example, even in “remote operation” as mentioned in the last sentence of 5.2.1, there are many different aspects that require different level of performance and functional requirements to server the intended operation of the robotics service. 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

5.2
Remote control robot

5.2.1
Description

Human can use Remote control robot to operate some actions which they are not able to be on the spot. With real-time and synchronous visual, audio and haptic feedback, remote robot operator will perform reactions suitable for the situation, and remote control robot can follow operator’s action to do the exact work. This can be used in many different scenarios. It can be applied to remote care for elderly, remote detonation, remote operation, remote maintenance of facility, remote firefighting, etc. Different types of robots are expected to require different performance and functional requirements but this use case is intended to address a generic aspect of remote control robots in terms of the degree of dynamic behaviour: i.e., highly dynamic, dynamic, and static.
5.2.2
Pre-conditions

Alice is the operator of a remote robot for maintaining underground pipe. She has a sticker which has the same DoF and structure with the maintain tool on the remote robot. Both Alice and robot is connected to a 5G network with the ability to transfer video, audio and haptic information. 

5.2.3
Service Flows

1. Remote robot is at the spot of a damaged underground pipe, using integrated camera and sensor to send back video, audio and haptic information;

2. Alice hold the control stick and can receive the haptic information, and receive the video, audio information synchronous on the screen and from the sound.

3. After analysing these information, Alice perform the next move on the operator sticker.

4. The haptic information including force and DoF transfer to remote robot, and the robot performs the same action.
5.2.4
Post-conditions

Alice can remotely control the robot to finish the maintaining work.

5.2.5
Existing features partly or fully covering the use case functionality

In TS 22.263, there are requirements for supporting video, imaging and audio for professional applications.
5.2.6
Potential New Requirements needed to support the use case

 [PR 5.2.6-1] 5G system shall be able to support tactile and multi-modality communication service with following KPIs.

	
	modality
	reliability
	latency
	Packet size
	rate
	

	Remote control robot
	Haptic
	99.99%
	0.5-2ms(high-dynamic)

10ms(dynamic)

100ms(static)
	2-8b/DoF
	
	

	
	Video
	99.999%
	5ms
	1-10KB
	0,1 to 1Gbit/s supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120 frames per second content.[4]
	

	
	Audio
	99.99%
	5ms
	50-100B
	
	

	
	Sensor 
	99.999%
	
	
	
	

	Editor note: Coordination of different modalities need FFS.


------------------------------- Next change ----------------------------
Discussion Point: (1) Some clarification on the intended “immersive VR games” and “traditional VR games”. (2) Not clear how Alice and Bob are connected via 5G network – if this is not clearly defined, the related performance requirements are not clear, either.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
5.3
Immersive VR games
5.3.1
Description

This use case is about supporting immersive VR games with tactile and multi-modality communication services. VR games have provided a better experience comparing to traditional games. As customers ask for more immersive game experience, haptic information has been taken into account including force and DoF. Traditional VR games have been providing video and audio information for players to create the realistic game scenarios. For better immersive VR games, haptic feedback is also essential which can enhance the perceived reality of touching things in games as well as the interaction among team players.
5.3.2
Pre-conditions

Alice and Bob are playing a VR game together using their 5G UE’s supporting haptic interaction and multi-modal communications, including video and audio. They need to cover each other’s back, find weapons and fight with zombies.
5.3.3
Service Flows

1. Alice and Bob both joined this VR games, and they can see each other’s character in the view.

2. Alice found two stones on the ground, she picks up both the stones. 

3. Bob has nothing to arm himself. So he asks Alice to throw him a stone.

4. Alice heard Bob and throws one of the stones to Bob.

5. Bob catches the stone and can feel the weight of the stone.
5.3.4
Post-conditions

Alice and Bob can feel the things in the game as if they were in the real world
. The experience of this VR games is very realistic and smooth.
5.3.5
Existing features partly or fully covering the use case functionality

In TS 22.261, there are performance requirements for supporting VR services. [5]
5.3.6
Potential New Requirements needed to support the use case

 [PR 5.3.6-1] 5G system shall be able to support tactile and multi-modality communication service with following KPIs.

	
	modality
	reliability
	latency
	Packet size
	rate

	immersive VR games
	Haptic
	99.99%
	10-20ms(motion-to-photon latency)[7]
	2-8b/DoF
	

	
	Video
	99.999%
	
	1-10KB
	0,1 to 1Gbit/s supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120 frames per second content.[6]

	
	Audio
	99.99%
	5ms
	50-100B
	

	Editor note1: Coordination of different modalities need FFS.

Editor note2: definition for motion-to-photon latency and calculation need FFS.


------------------------------- Next change ----------------------------

Discussion Point: Some alignment with the agreed use cases in terms of latency. Some challenging numbers (i.e., 1ms) are left with a square bracket.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
5.4
Support of Skillset Sharing for Cooperative Perception and Maneuvering of Robots 
5.4.1
Description

Today, most automated driving vehicles  rely on a single controller, which is the vehicle itself: sensing and controlling features of its own [3]. Since 3GPP Rel-14, LTE-based support for V2V features have been developed and tested through collaborative participation from automotive and communication industry. However, it is still challenging to use automated driving functionalities in general unstructured settings, if the controlling features are based on a single controller, having no idea on how neighbouring vehicles will behave.

This consequently requires that the automated driving system (ADS) should allocate an extra safety margin into the planned trajectory which in turn causes traffic flow to be reduced and causes inefficiency to happen in a large scale network of vehicle networks where non-V2X vehicles and V2X-enabled vehicles possibly coexist. This is not even a problem for such an automated driving of road vehicles – the same applies to the operations of “automated maneuvering robots” in unstructured settings. Without cooperation, the field of perception of a vehicle/robots is limited to the local coverage of the onboard sensors – not only for the relative distance, relative angle.

As a technology enabler solution against such problems of guaranteeing safety and traffic efficiency, it has been studied to share the sensor information [9] and maneuver sharing [8] in SAE. Tactile Internet for V2N (potentially with assistance from edge cloud instead of general cloud servers) or V2V can enable an ultra-fast and reliable exchange of highly detailed sensor data sets between nearby vehicles, along with haptic information on trajectory [3]. Also, it would be one of the key factors for so-called “cooperative perception and maneuvering” functionalities [10]: planning cooperative maneuvers among multiple automated driving vehicle (or robots), such as plan creation, target point (TP) generation and target point risk assessment. It is by the TI connectivity that vehicles can perform a cooperative perception of the driving environment based on fast fusion of high definition local and remote maps collected by the onboard sensors of the surrounding vehicles (e.g., video streaming from camera, radar, or lidar). This allows to augment the sensing range of each vehicle and to extend the time horizon for situation prediction, with huge benefits for safety [3]. The onboard sensors in today automated driving vehicles generate data flows up to 8 Gb/s [3]. All these requirements call for new network architectures interconnecting vehicles and infrastructure utilizing ultralow-latency networks based on the Tactile internet for cooperative driving services [3].

This use case is related to the support of (1) cooperative perception and maneuvering and (2) extension of sensing range for cooperative automated driving scenarios using Tactile Internet, with some examples of moving robots (e.g., local delivery robots). Maneuvering and perception obtained via haptic and multimodal communications (also known as skillset sharing) are very timely shared between the controller and controlee.

5.4.2
Pre-conditions

Four robots S1, S2, C1 and C2 are working on delivery tasks from a geographic point to another, respectively.

Robots UEs S1 and S2 are automated driving robots with a standalone steer/control, maneuvering in a crowded village.

Robots UEs C1 and C2 are automated driving robots with steer/control and maneuver/skillset sharing functionalities, maneuvering in another crowded village.

The roads that robots are using in these villages are not structured road (i.e., no lane separator, no lane marks, etc.) and they are under the same conditions for robots to move.
5.4.3
Service Flows

1. S1 is moving at speed of X and is getting close to S2.
a) S1 does not know exactly what trajectory S2 is planning to move along. Therefore, S1 reduces the current moving speed to (0.5 * X). 
b) During the operation at this reduced speed, S1 still does not know the detailed trajectory of S2. Therefore, S1 reserves a distance of Y1 meters relative to S2 and gets ready to further reduce the speed or to make a full stop, monitoring the movement of S2.
c) S1 and S2 pass each other and continue their trip to the destinations, respectively.
2. C1 is moving at speed of X and is getting close to C2.
a) C1 knows exactly what trajectory C2 is planning to move along as they share the maneuvers. Therefore, C1 reduces the current moving speed to (0.9 * X). 
b) During the operation at this reduced speed, C1 still knows the detailed trajectory of C2 through maneuver sharing. Therefore, C1 reserves a distance of Y2 (Y2 << Y1) meters relative to C2 and gets ready to further reduce the speed to avoid any change of collision but there is very little chance that both should make a full stop as both are sharing the steer/control: one can yield the space for the other only when necessary.
c) C1 and C2 pass each other and continue their trip to the destinations, respectively.
5.4.4
Post-conditions

The total time that S1 and S2 should spend is much greater than the total time that C1 and C2 should spend.

The total energy consumption (e.g., to accelerate from a low speed level to X) for S1 and S2 is greater than that for C1 and C2.

Fig. 5.4.4-1 provides a simplified explanation on the behaviours of speed changes for examples without (left section) and with (right section) real-time multimodal communication for interactive haptic control and feedback (skillset sharing).
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Fig. 5.4.5-1. Simplified examples on the stochastic behaviours of the speed change (and the minimum margin to set between robots (or vehicle-styled robots)) without (left section) and with (right section) real-time multimodal communication for interactive haptic control and feedback (skillset sharing). The road is assumed to be in general unstructured setting, e.g., no lane separator or marks.
5.4.5
Existing features partly or fully covering the use case functionality

V2X performance requirements found in TS 22.185, TS 22.186. (e)CAV requirements in TS 22.104. VIAPA requirements in TS 22.163
5.4.6
Potential New Requirements needed to support the use case

[PR 5.4.6-1] 5G system shall be able to support real-time multimodality communication for interactive haptic control and feedback with KPIs as summarized in Table 5.4.6-1.
Table 5.4.6-1: Multi-modality communication service performance requirements.
	
	Traffic direction
	Traffic types
(note 1)
	Packet Size


	Reliability (%)
	Latency (ms)
(note 2)
	Average data rate

	Skillset sharing low- dynamic robotics

(including teleoperation)
	Controller to controlee 
	Haptic 
(position, velocity)
	n DoFs: (2n)-(8n) B

(n=1,3,6)
	99,999

	< 5-10
	100-500 packets/s

(note 3)

	
	Controlee to controller
	Haptic feedback


	n DoFs: (2n)-(8n) B

(n=1,10,100)
	99,999 


	< 5-10
	100-500 packets/s
(note 3)

	
	
	Video
	1.5 kB
	99,999
	< 10
	1-100 Mbit/s

	
	
	Audio
	50 B
	99,9
	< 10
	5-512 kbit/s

	Highly dynamic/ mobile robotics
	Controller to controlee 
	Haptic 
(position, velocity)
	n DoFs: (2n)-(8n) B

(n=1,3,6)
	99,999 (with compression)

99,9 (w/o compression)
	< [1]-5 
	100-500 packets/s (with compression)

100-2000 packets/s (without compression)

	
	Controlee to controller
	Haptic feedback


	n DoFs: (2n)-(8n) B

(n=1,10,100)
	99,999 (with compression)

99,9 (w/o compression)
	< [1]-5
	100-500 packets/s



	
	
	Video
	2-4 kB
	99,999
	< 1-10
	1-10 Mbit/s

	
	
	Audio
	100 B
	99,9
	< 1-10
	100-500 kbit/s

	NOTE 1: Haptic feedback is typically haptic signal, such as force level, torque level, vibration and texture. 

NOTE 2: The latency requirements are expected to be satisfied even when multimodal communication for skillset sharing is via indirect communication (i.e., relayed by another intermediate node). 

NOTE 3: Compression is assumed.


------------------------------- end of changes ----------------------------
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�VR is already in the 3GPP TR


�This part is not considered in KPI. Therefore, this part has nothing to do with the service flow (although it can only serve as supplementary part of the storyline).


�This is not clear what 5G system can do if the link between “device” and a “5G UE” is not based on 3GPP interface (i.e., if the “device” is not 3GPP entity).


�This is not correct description as they could feel the haptic info-assisted feeling/input through 5G UEs that support haptic and multi-modal, but not because they are in the real world.
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