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Abstract: This paper proposes a use case for remote UAV control through HD video in First Person View. In this case, people who control the UAV is wearing a head-mounted display, and can send flight command i.e. C2 message, through control handle to UAV based on the real-time video. During UAV mobility, especially handover case, the target RAN may do not have enough resource, for C2 message flow, the target RAN is expected to send notification to AF(existing feature in R17 for GBR),but since the video(usually non-GBR) is quite important for UAV control, the video traffic flow is expected to be kept in the target RAN. This is a coordination processing for the two traffic flows.

[bookmark: _Toc66350860]3	Definitions, symbols and abbreviations
[bookmark: _Toc66350861]3.1	Definitions
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
Multi-modality Data: Multi-modality Data is defined to describe the input data from different kinds of devices/sensors or the output data to different kinds of destinations required for the same task. Multi-modality Data consists of more than one Single-modality Data, and there is strong dependency among each Single-modality Data. Single-modality Data can be seen as one type of data.
Above ground level (AGL): In the context of a UAV it is the UAV altitude referenced to ground level in the vicinity.
Command and Control (C2) Communication: the user plane link to convey messages with information of command and control for UAV operation between a UAV controller and a UAV.
Unmanned Aerial System (UAS): Composed of Unmanned Aerial Vehicle (UAV) and related functionality, including command and control (C2) links between the UAV and the controller, the UAV and the network, and for remote identification. A UAS is comprised of a UAV and a UAV controller.
Non Line of Sight (NLOS): The two points of communication are blocked and cannot see each other.
[bookmark: _Toc66350862]3.2	Symbols
[bookmark: _Toc66350863]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
DOF 	Degrees Of Freedom
UAV	Unmanned Aerial Vehicle
C2	Command and Control
UAS	Unmanned Aerial System
NLOS	Non Line Of Sight


5.X	Remote UAV control through HD video in First Person View
[bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc354590101]5.X.1	Description
In first person view mode, the flight control is further simplified and can allow more people to experience the fun of immersive flight. There are UAV products which can support the first person view UAV control, e.g. DJI FPV[x]
[X]https://store.dji.com/cn/guides/dji-fpv-unboxing/
In this use case, the UAV, control handle, head-mounted display with HD video are used together. People who control the UAV should put on the head-mounted display and based on the HD video to control the UAV flight. The head-mounted has ultra wide angle of view (e.g.150 degrees) and provide clear HD video with 120 fps.
[bookmark: _Toc355779205][bookmark: _Toc354586743][bookmark: _Toc354590102]5.X.2	Pre-conditions
People who control the UAV should put on the head-mounted display and put the control handle in hands.
[bookmark: _Toc355779206][bookmark: _Toc354586744][bookmark: _Toc354590103]5.X.3	Service Flows
1. The UAV access to the 5G network.
2. The UAV taking off and people can control the UAV around 10km in NLOS. People can see the UAV flight environment thought the head-mounted display.
3. The UAV flies from one 5G RAN to another 5G RAN (target RAN), but the target RAN radio source is limited.
4. Since the C2 message is guaranteed by 5G system with GBR (one possible solution to guarantee the C2 message), once the target RAN cannot support the GBR flow, the target RAN is still expected to continue the handover procedure in order to keep the UAV control continuity. And after the handover procedure the target RAN should evaluate whether current radio condition can support the GBR, if not, the target RAN should notify this to AF (existing solution in 3GPP TS 23.501). 
At the same time, since the HD video in head-mounted display is quite important to the UAV control, even this video is carried on non-GBR flow, the target RAN should also keep this traffic flow to help the UAV control.
The relationship between C2 message and HD video in head-mounted display should be configured by UAV AF, therefore in the handover case, once the radio resource is limited, these two traffic flows can be guaranteed together.
[bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104]5.X.4	Post-conditions
The UAV still under people’s control and can fly in the target RAN coverage. People can continue to experience the immersive flying. 
[bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106]5.X.5	Existing features partly or fully covering the use case functionality
Remote UAV controller through HD video requirements found in Unmanned Aerial System (UAS) in TS 22.125.
 5.X.6	Potential New Requirements needed to support the use case
5.1.6.1	KPIs for Remote UAV control through HD video in First Person View
	Traffic direction
	Traffic types
	Altitude AGL

	Latency (ms)
	Average data rate
	Service area

	ControllerUAV

	Command and control signal

	<300m
	20ms

	300Kbps
UAV 
terminated
	<10km

	UAV  Head-mounted display
	Video
	<300m
	<40ms(810P/60fps) in high-definition mode

<28ms
(810P/120fps) in low latency mode
	<50Mbps
	<10km


5.1.6.2	Service requirements for Remote UAV control through HD video in First Person View
 [PR 5.X.6-X] 5G system shall provide a mechanism for a 3rd party application to provide requirement about the co-ordinately processing for related multiple traffic flows within one service through network exposure capability.
[PR 5.X.6-X] 5G system shall be able to identify the traffic flows which should be processed co-ordinately.
[bookmark: _GoBack][PR 5.X.6-X] 5G system shall be able to process the multiple traffic flows subject to the same application service during mobility according to 3rd party application requirement, even if they have different QoS requirement.
- Use Case template ----------
