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Description
This document proposes a new use case on “augmented robotic telepresence”.
Proposal
It is proposed to include the below new use case on augmented robotic telepresence in 3GPP TR 22.847 version 0.2.0.
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5.x	Augmented robotic telepresence
5.x.1	Description
A human operator can control any type of robot or machinery to perform any sort of remote operations where for example, it is dangerous for a human to go, for convenience of the operation or because the human operator specialist is in a remote location. The robots or machinery perform actions as instructed by the human remote operator in very near real time. The robot/machine is equipped with various kinds of sensing equipment to provide the best possible visibility of what is happening around the robot to the remote operator. The sensing equipment include cameras and LIDAR sensors. In addition, surrounding sensing equipment such as a fixed camera or drone with a camera is used to enhance the perception of the real environment for the remote operation. The information coming from the sensors is of little use to the remote operator if not processed. The remote operator’s station is a high performing machine that can take sensory and video inputs, perform Artificial Intelligence (AI) techniques, including analytics on any available data and video streams. In a similar way, AI techniques can also be deployed on the robot side and on the surrounding sensing equipment side. Both ends can collaborate on optimising the performance of AI techniques, as well as any equipment configuration on both ends, e.g. camera resolution, LIDAR resolution or GPU utilization (collaborative AI). The output of said techniques is then used to enhance the remote operator’s perception of the real environment and to help in the decision-making process. This use case considers:
i)	The coordinated parallel transmission of multiple modality representations such as the transmission of all bandwidth-hungry sensory data from the robot and surrounding sensing equipment to the remote operator’s station and low latency data in the opposite direction. This transmission uses multiple slices for each of the traffic streams between the robot and the remote operator as well as between the surrounding sensing equipment and the remote operator. As shown in Figure 5.x.1-1, 2, for the robot, eMBB slices are considered (a first one for the Video stream, and a second one for the LIDAR sensor) simultaneously with 3 URLLC slices (a first one for Haptic stream, a second one for the Audio stream, and a third one for the data stream between the AI and analytics engines at both ends). For the surrounding sensing equipment, one eMBB slice (for the Video stream) and one URLLC slice (for the data stream between the AI and analytics engines at both ends as well as for the control of the camera zooming and tilting) are considered.
ii)	The identification and coordination of different slices of different types either from a given UE or from across multiple UEs involved in the compound end-to-end service:
a) eMBB slice and URLLC slice from the same UE would require coordination/identification (eMBB <-> URLLC).
b) eMBB and URLLC slices from across different UEs would require coordination/identification (eMBB <-> eMBB; eMBB <-> URLLC; URLLC <-> URLLC).
iii)	The verification of corrupted data at both the robot/surrounding sensing equipment and remote operator’s side.
iv)	The application of collaborative AI methods, including Analytics on all the data, at both ends.
This use case targets an augmented perception for the remote operator along with an automatic configuration of the connection, robot, sensors, and cameras across all slices composing the multimodal end-to-end service depicted in Figure 5.x.1-1.
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Figure 5.x.1-1 – Slices required for the augmented robotic telepresence.

5.x.2	Pre-conditions
Alice is the remote operator of a robot. The robot has cameras and different kinds of sensors, including LIDAR, with very demanding data transmission requirements. A standalone camera (can be fixed or mobile in case of using drones) also exists to enhance the remote operator’s perception of the real environment. Alice controls the robot through a highly demanding closed loop control latency. Alice and the robot are connected over a 5G network and use the slicing concept to transfer the various data streams between the two. The robot transfers its haptic and audio sensory information using URLLC slices, whereas the LIDAR sensor information and video are sent over eMBB slices. The standalone camera also transfers its video over an eMBB slice and has an URLLC slice for the control of its zooming and tilting capabilities. The robot/standalone camera can perform any AI method or technique on the videos or sensory data. The remote operator’s machine can do the same. Both ends are then able to collaborate to optimize the performance of AI method(s) or technique(s) as well as to jointly configure any equipment available at both ends (robot and standalone camera at one end and the operator at the other end). This collaboration information is sent over an URLLC slice and fed into AI methods or other analytics techniques.
5.x.3	Service Flows
1.	The robot transmits all the video streams from its cameras, as well as all the sensory information that the sensors are able to collect, using 5G eMBB and URLLC slices. The standalone camera also transmits all the video stream using 5G eMBB slice.
2.	Alice sees the video streams and sensory information through the screen(s) in front of her; The decisions are time-sensitive and Alice needs real time automated support with the analysis of the sensory information, which is otherwise useless for her in its raw format. This data is fed into analytics and AI engines. Both analytics and AI engines provide outputs to Alice to support her decision making in real time. The analytics engines provide a real time analysis of the current configurations at the robot (on the robot and all sensors, connection health, etc) and allow for automatic changes of configuration to meet the use case requirements.
3.	The data generated at both ends (robot, standalone camera and remote operator) is verified at both ends for detection of corruption or distortion to make sure the requirements are met in both directions. Analytics and AI can also be used at the robot/standalone camera’s side to reduce the amount of data that need to be transmitted back to the remote operator.
4.	An aggregate and overall confidence level is generated automatically so Alice is aware of how accurate the analytics and AI outputs are in support of the decision making.
5.	Alice analyses the video streams, the sensory information, the outputs of the analytics and AI techniques, and the information on their accuracy level.
6.	The AI techniques output recommended actions to support Alice’s decisions. Alice controls the zoom/tilt of the camera using URLLC slice and the robot performs the actions based on Alice’s decision.
5.x.4	Post-conditions
Alice controls the robot remotely. Analytics and AI support data validation at both ends to prevent data corruption and transmission of the unnecessary data, as well as to provide outputs based on the sensory data that enhance Alice’s perception of the area where the robot is deployed. Analytics and AI also support Alice by triggering automatic configuration changes in the sensors and robot to guarantee the requirements of the operation. The AI techniques collaborate at both sides to support accurate real time decision making by Alice to control the robot’s actions. All the slices attributed to the same end-to-end service are identified, coordinated and managed within the 5G system to ensure the requirements for the use case are met.
5.x.5	Existing features partly or fully covering the use case functionality
In 3GPP TS 22.263 [5], there are requirements for supporting video, imaging and audio for professional applications. These requirements can also be considered for the use case functionality as the augmentation of the environment is going to be provided via transmission of video and audio.
In 3GPP TS 22.261 [6], there are requirements for network slicing that include configuration of information which associates a UE to a network slice, associates a service to a network slice, enables a UE to be simultaneously assigned to and access services from more than one network slice of one operator. Moreover, there are requirements related with cross-network slice coordination which support monitoring, coordination and hosting of network slices in multiple 5G networks in case some services are extended/hosted by non-public networks. These requirements can be considered for the use case functionality.
What is not covered in 3GPP TS 22.261 [6], is identification and coordination of a multi modal service that requires one or more network slices from multiple UEs for a particular end-to-end service. Although the coordination functionality is specifically noted for cross-networks in the current specifications, neither coordination cross-users using the same service nor coordination cross-services/slices required for a compound multi-modal service is covered in the current specifications.
5.x.6	Potential New Requirements needed to support the use case
[PR. 5.x.6-1] The 5G system shall be able to support identification and coordination of one or more slices for multiple UEs used in multiple modality representations associated with the same end-to-end service.
[PR. 5.x.6-2] The 5G system shall be able to support the requirements in Table 5.x.6-1 for the different traffic types presented.
Table 5.x.6‑1: Data rate, reliability, and latency requirements for augmented robotic telepresence.
	Traffic direction
	Traffic types
	Packet Size

	Reliability (%)
	Latency (ms)
	Average data rate

	Controller to Robot/Sensing Equipment
	Haptic
	n DoFs: (2n)-(8n) Byte
(n=1,10,100)
	[99,999]
	<2 ms [xx]
	10 Mbps

	Robot/Sensing Equipment to Controller
	Video
	1500 Byte
	[99,999]
	6 ms
	200/20 Mbps [5]

	Both
	Audio
	50-200 Byte
	[99.9]
	4 ms
	200/200 kbits/s [5]

	Robot to Controller
	LIDAR
	24896 Byte
	TBI
	TBI
	255 Mbps

	Both
	Collaborative AI
	
	> [99.9]
	< 10 ms [xx]
	



NOTE:	Table 5.x.6‑1 uses KPIs already defined and used in 3GPP TR 22.847.
* * * *   End of Changes   * * * *
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