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Abstract: This PCR proposes several updates to the use cases in clause 5.2. This contribution is based on the original S1-210210.
*** Start of changes***
5.2.3
Service Flows

1. User opens their camera app and starts shooting a video

2. Application pre-processes the video to prepare it for inference

Editor's Note:
This could be an intensive task to be performed at the end user device. It is FFS whether to also offload this task.

3. The application streams the extracted features and/or the video to the edge/cloud for processing.

4. The network performs the split-inference (e.g. only running the backbone) and streams the results back to the client

5. The application runs task-specific inference to solve the specific task of interest (e.g. object detection, tracking, …)

6. The application uses the inferred labels and classes to enhance the user’s view

5.2.4
Post-conditions

The user gets enhanced information extracted from the video about the object of interestt that the user was shooting a video of. 

5.2.5
Existing features partly or fully covering the use case functionality

[FFS]

5.2.6
Potential New Requirements needed to support the use case

[FFS]
5.2.6.1
Potential KPI Requirements 
The potential KPI requirements to support the use case are:

[P.R.5.2-001] The 5G system shall support the uplink streaming of video for enhanced recognition at the network with an uplink streaming latency) not higher than 
[200ms-1s] and an uplink data rate of [100-1500] kbps, as given in Table 5.2.6.1-1.

Table 5.2.6.1-1: Recognition:  latency breakdown and bitrate requirements

	Recognition Task
	Latency: maximum 
(see note 4)
	Downlink data rate
	Uplink data rate

	
	
	Faster R-CNN

(see note 1)
	YOLOv3

(see note 2)
	Faster R-CNN
	YOLOv3

	Uplink Streaming
	100-200ms
	
	
	100-1000 kbps
	200-1500 kbps

	Generic FPN Inference
	100-500ms
	FPN:

4-10fps
Sum(Pi)~1MB/frame
32-100Mbps uncompressed 

(see note 3)

Compression factor 10~100
	Multiple scale (similar to FPN):

1.5 MB feature map/frame

40-150 Mbps uncompressed

Compression factor 10~100
	
	

	Object Classification
	20-50ms
	Performed on UE
	Performed on UE
	
	

	Bounding Box Detection
	20-50ms
	Performed on UE
	Performed on UE
	
	

	Object Tracking
	50-150ms
	Performed on UE
	Performed on UE
	
	

	Enhanced Information Retrieval
	
	Few kBytes per request
	Few kBytes per request

	Overlay Rendering
	10ms
	Performed on UE
	Performed on UE

	Note 1: Faster R-CNN uses an input image size of 3x224x224. The video is downscaled on the UE to that target resolution and then compressed (e.g. using HEVC) and streamed to the edge for further processing. 

Note 2: YOLOv3 uses an input image size of 3x416x416. The captured video is downscaled on the UE to the target resolution and compressed prior to streaming to the edge.

Note 3: Faster R-CNN uses an FPN with ResNet 101 as backbone; thus resulting in feature maps {P2=(256x56x56), P3=(256x28x2), P4=(256x14x14), P5=(256x7x7)}.

Note 4: the latency estimates assume an overall latency of around 1s from a user pointing at an object until overlay information is displayed to the user.


[P.R.5.2-002] The 5G system shall support the update of the task-specific network part (the network head that performs task-specific operations such as object detection) on demand or on application start.
Editor's Note: above requirement is FFS and needs to be clarified. Is this really a requirement on the 5GS to support the update of the task-specific network work, or is the CNN running "on top" of the 5GS? How is 5GS expected to be involved?
*** End of changes ***
�This has to be changed. We cannot provide requirements on inference and processing latency





