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Abstract: This PCR proposes several updates to the use cases in clause 7.
*** Start of changes ***
7
Distributed/Federated Learning over 5G system
7.1
Federated Learning for image recognition

7.1.1
Description

Nowadays, the smartphone camera has become the most popular tool to shoot image and video, which holds many valuable vision data for image recognition model training. For many image recognition tasks, the images/videos collected by mobile devices are essential for training a global model. Federated Learning (FL) is an increasingly widely-used approach for training computer vision and image recognition models.
In Federated Learning mode, the cloud server trains a global model by aggregating local models partially-trained by each end devices based on the iterative model averaging [30]. As depicted in Figure 7.1-2, within each training iteration, a device performs the training based on the model downloaded from the AI server using the local training data. Then the device reports the interim training results (e.g., gradients for the DNN) to the cloud server via 5G UL channels. The server aggregates the gradients from the devices, and updates the global model. Next, the updated global model is distributed to the devices via 5G DL channels, the devices can perform the training for the next iteration.
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Figure 7.1.1-1. Federated Learning over 5G system

A real-time iterative Federated Learning procedure is illustrated in Figure 7.1.1-2. In the Nth training iteration, the device performs the training based on the model downloaded from the FL training server using the images/videos collected locally. Then the device reports the Nth-iteration interim training results (e.g., gradients for the DNN) to the server via 5G UL channels. Meanwhile, the global model and training configuration for the (N+1)th iteration are sent to the device. When the server aggregates the gradients from the devices for the Nth iteration, the device performs the training for the (N+1)th interation. The federated aggregation outputs are used to update the global model, which will be distributed to devices, together with the updated training configuration.
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Figure 7.1.1-2. Real-time Federated Learning timeline for image recognition

In order to fully utilizing the training resource at device and minimizing the training latency, the training pipeline shown in Figure 7.1.1-2 requires the training results report for the (N-1)th interation and the global model/training configuration distribution for the (N+1)th interation are finished during the device’s training process for the Nth iteration. The analysis in Section 7.1.6 will be developed based on the processing timeline. In practice, more relaxing FL timeline can also be considered with sacrificing the training convergence speed, which can be called unreal-time FL.

The training time should be minimized since mobile devices may only stay in an environment for a short period of time. Further, considering the limited storage at device, it may not realistic to require the training device to store a large amount of training data in the memory for a training after it moves outside the environment.
Different from the decentralized training operated in cloud datacenters, Federated Learning over wireless communications systems need to be modified to adapt to the variable wireless channel conditions, unstable training resource on mobile devices and the device heterogenity [10, 32, 34]. The Federated Learning protocol for wireless communications can be depicted in Figure 7.1.1-3 [10, 31-32]. 

For each iteration, the training devices can firstly be selected. The candidate training devices report their computation resource available for the training task to the FL server. The FL server makes the training device selection based on the reports from the devices and other conditions, e.g. the devices’ wireless channel conditions. 
Hereby, besides performing federated learning task, the training devices in a communication system have their other data to transmit at uplink (e.g. for ongoing service transactions), that may be high priority and not latency-tolerant and its transmission may affect a device's ability to upload the locally trained model . Device selection must therefore account for a trade-off to upload the training results as compared to uploading other uplink data. Furthermore, skipping a device from federated learning model aggregation for one or more iterations affects the convergence of the federated learning model. Therefore, candidate training device selection over wireless links is more complex as compared to federated learning in data centers.
After the training devices are selected, the FL server will send the training configurations to the selected training devices, together with global model for training. A training device starts training based on the received global model and training configuration. When finishing the local training, a device reports its interim training results (e.g., gradients for the DNN) to the FL server. In Figure 7.1.1-3, the training device selection is performed and the training configurations are sent to the training devices at the beginning of each iteration. If the conditions (e.g. device’s computation resource, wireless channel condition, other service transactions of the training devices) are not changed, the training device re-selection and training re-configuration might not be needed for each iteration, i.e. the same group of training devices can participate the training with the same configuration for multiple iterations. Still, the selection of training devices should be alternated over time in order to achieve an independent and identically distributed sampling from all devices, i.e., give a fair chance to all devices to contribute to the aggregated model.
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Figure 7.1.1-3. Typical Federated Learning protocal over wireless communication systems

7.1.2
Pre-conditions

The UE runs an application providing the capability of Federated Learning (FL) for the image recognition task.

The FL application on the UE is capable to report its interim training results to the FL server.

The FL server is capable to aggregate the interim training results from the federated UE, form the global model, and distribute the global model for training in the next iteration.
The 5G system has the ability to provide 5G network related information to the FL server.
7.1.3
Service Flows

1) The FL server distributes the global model to be federated UEs via 5G network.

2) The FL application in a federated UE performs the training based on the local training data set collected by the UE, and then reports the interim training results (e.g., gradients for the DNN) to the FL server via 5G network.

3) The FL server aggregates the gradients from the UEs, and updates the global model.

4) Redo Step 1) to 3) for the training for the next iteration.
7.1.4
Post-conditions

The AI/ML model for image recognition is trained and converges, and the training accuracy and latency need to be guaranteed. 

The FL training task for image recognition can be completed under the available computation and energy resource of the federated UEs. And the consumed the computation, communication and energy resources over the federated UEs and the FL server are optimized.

7.1.5
Existing features partly or fully covering the use case functionality

It should be noticed that the data rates required by this use case are user experienced data rates, not peak data rates (legacy 5G NR supports 20Gbps DL peak data rate and 10Gbps UL peak data rate). According to the self evaluation results of in [6], 5G NR can provide up to 144.34 DL user experienced data rate and 73.15Mbps UL user experienced data rate. The data rate performance of legacy 5G NR system cannot meet the requirement of this use case.

7.1.6
Potential New Requirements needed to support the use case

As introduced in Section 7.1.1, In order to minimizing the training latency for a real-time Federated Learning for image recognition, the computation resource at device for the training task should be fully utilized, i.e. the training pipeline in Figure 7.1.1-1 is desired to be maintained.

If considering to train a 7-bit CNN model VGG16_BN using 224´224´3 images as training data, Table 7.1.6-1 shows the sum of gradient uploading latency, the federated aggregation latency and the global model downloading latency should be no larger than the GPU computation time at device for one iteration. For different batch sizes, the gradient uploading and the global model downloading for each iteration needs to be finished in [52~162ms], respectively.
Different from the “single-UE latency” considered by previous requirement study [15], what is more essential for synchronous Federated Learning is the latency within which all federated devices can finish the gradient uploading. In other words, all training devices need to finish the gradient uploading within the latency in Table 7.1.6-1, even if multiple training devices are present in a cell.
The size of the 8-bit VGG16_BN model is 132MByte for either the trained gradients or the global model. Hence in order to finish the gradient uploading and the global model downloading within the duration, the required UL and DL data rate are shown in Table 7.1.6.1-1, which are [6.5Gbps to 20.3Gbps] respectively. And it should be noted that 132MByte is the size without compression. The size may be reduced if advanced model/gradient compression techniques can be adopted.

In the legacy requirements to 5G system, e.g. [4], the full coverage is always desired for all UEs. However, the AI/ML model training task may to some extent relax the requirements on continuous network coverage. When a FL server selects the training devices for a Federated Learning task, it can try to pick the UEs in a satisfactory coverage, if they can collect the training data needed. This implies that even in a non-continuous coverage of 5G mmWave, the Federated Learning task can be well carried out. This provides to 5G operators a service better exploring the use of their FR2 spectrum resource.
7.1.6.1
Potential KPI Requirements

The potential KPI requirements needed to support the use case include:

[P.R.7.1-001] The 5G system shall support 
an average DL data rate not lower than [6.5Gbps ~ 20.3Gbps], as given in Table 7.1.6.1-1, to enable real-time Federated Learning for image recognition.

[P.R.7.1-002] The 5G system shall support an average UL data rate not lower than [6.5Gbps ~ 20.3Gbps], as given in from Table 7.1.6.1-1, to enable real-time Federated Learning for image recognition.

Table 7.1.6.1-1: Latency and data rate for Federated Learning
	Mini-batch size

(images)
	GPU computation time (ms): maximum
	Latency: maximum
	Data rate: minimum

	
	
	for trained gradient uploading (ms)
	for global model distribution (ms)
	for trained gradient uploading (Gbps)
	for global model distribution (Gbps)

	64
	325
	[<162ms]
	[<162ms]
	[6.5]
	[6.5]

	32
	191
	[<95ms]
	[<95ms]
	[11.1]
	[11.1]

	16
	131
	[<65ms]
	[<65ms]
	[16.2]
	[16.2]

	8
	111
	[<55ms]
	[<55ms]
	[19.2]
	[19.2]

	4
	105
	[<52ms]
	[<52ms]
	[20.3]
	[20.3]


*** Next change ***
7.2.3
Service Flows

Step 1: The CFL server selects the training users from candidate users. 

Step 2: The CFL server sends the configuration information to the selected users. 

Step 3: The CFL server distributes the initial (or, aggregated) sparse global model to the selected users through a 5G networks.

Step 4: Each UE expands the sparse global model and train the expanded model using its local data. Then, each UE sends only significant value weight gradients to the CFL server.

Step 5: The CFL server aggregates the training results received from the training UEs and update a global model using the aggregated results.

Step 6: Until the AI/ML model reaches saturated performance enhancement, the process runs repeatedly from step 1. 

Step 7: Otherwise, the CFL server performs fine-tuning for a global model compression for a global model. This process can be applied regularly so as to improve bandwidth and computation resource efficiency before the training finalization. 

Finally, the CFL server distributes the new sparse global model to all users which needs the same AI/ML model.

7.2.4
Post-conditions

For a UE prospective, CFL can reduce uplink and downlink throughput requirements for the federated learning process. Also, the computational complexity in UEs can be significantly reduced because of enabling a compressed model.

7.2.5
Gap analysis

Latency analysis for gradient uploading and the global model downloading for image recognition

AI/ML model training data for CFL is a new type of traffic. Consider CFL to train a 8-bit CNN VGG16 model with 224x224x3 images. Table 7.2.5-1 shows that the single GPU computation time should be larger than the addition of gradient uploading latency and global model downloading latency.

Table 7.2.5-1: GPU computation time for different mini-batch sizes 
for Compressed Federated Learning
	Mini-batch size 

(images)
	GPU computation time (ms)
	Required latency for trained gradient uploading (ms)
	Required latency for global model distribution (ms)

	64
	325
	<162ms
	<162ms

	32
	191
	<95ms
	<95ms

	16
	131
	<65ms
	<65ms

	8
	111
	<55ms
	<55ms

	4
	105
	<52ms
	<52ms


Data rate analysis for gradient uploading and the global model downloading for image recognition

Table 7.2.5-2 shows the required data rate for gradient uploading and global model downloading for the above 8-bit VGG16 model when CFL is applied. We calculated the required data rate based on Table 1 in [39], in which the pruning size of the 8-bit VGG16 model can be reduced 13 times from the original size of 138 Mbyte. It is noteworthy that 13 times model compression gives almost no accuracy degradation for the 8-bit VGG16 model. If we assume that the minibatch size is 4, the uplink required rate is compressed trained parameter size * 8 / (GPU computation time / 2) = (138 / 13) Mbyte * 8 bits / (105ms / 2) = 1.56Gbps which is same to the downlink require rate. For 7 UE cases, the total uplink required data can be 1.56Gbps * 7 = 11Gbps, which is higher than the NR UL peak data rate (10Gbps). However, we remind that it could be 143Gbps for federated learning. Therefore, a model compression approach, such as CFL should be considered for the federated learning process.

Table 7.2.5-2: 
Minimum data rate for gradient uploading and global model downloading
Minimum data rate = compressed trained parameter size * 8 / (GPU computation time / 2)
	Mini-batch size 

(images)
	UL data rate for trained gradient uploading (Gbps): minimum
	DL data rate for global model distribution (Gbps): minimum

	64
	0.50
	0.50

	32
	0.86
	0.86

	16
	1.25
	1.25

	8
	1.48
	1.48

	4
	1.56
	1.56


Latency analysis for training device selection and training configuration

The CFL Server should notice training device and configuration information in [1]ms. 

7.2.6
Potential New Requirements needed to support the use case

[P.R.7.2.6-001] The 5G system shall support to upload a trained gradient 
for Compressed Federated Learning with a maximum latency of [52~162]ms.
[P.R.7.2.6-002] The 5G system shall support downloading the global model for Compressed Federated Learning with a maximum latency of [52~162]ms.
 [P.R.7.2.6-003] The 5G system shall support UL unicast or multicast transmission with [0.5]-[1.56]Gbps data rates and a communication service availability not lower than [99.999%] for reporting the trained gradients for Compressed Federated Learning.

[P.R.7.2.6-004] The 5G system shall support DL multicast transmission with [0.5]-[1.56]Gbps data rates and a communication service availability not lower than [99.999%] for distributing the global model for Compressed Federated Learning.

NOTE :
Above requirements concern trained gradients with a maximum size of [10] MB and global model with a maximum size of [10] MB.

*** Next change ***
7.3.6
Potential New Requirements needed to support the use case

In Table 7.3.6-1, the service-level implications of AI/ML operation are summarized in the third column of Table 7.3.6-1, which are used to derive high-level potential service requirements in communication layer in order to support the AI/ML operation.

Table 7.3.6-1: High level service requirements (in Communication and AI/ML operation aspects)

	PR
	Potential Requirements in Communication aspects
	Implications in AI/ML operation aspects (Note 1)

	[PR.7.3-001]
(Note 2)
	Editor’s Note: Below is an intermediate formulation of PR in Communication aspects from this AI/ML operation aspect: 
5G system shall be able to provide a suitable standardized interface for a learning agent to enable exposure of the AI/ML operations service to support the AI/ML application of the learning agent to provide the AI/ML application of UE with necessary information that can minimize communication disruption.

Editor’s Note: Further performance requirements are FFS
	From this Use Case, the relevant AI/ML aspect is “A learning agent is able to provide a UE with information on candidate participating learning agents.”



	[PR.7.3-002]
	Editor’s Note: Below is an intermediate formulation of PR in Communication aspects from this AI/ML operation aspect: 
5G system shall be able to provide a suitable standardized interface for a UE to enable exposure of the AI/ML operations service to support the AI/ML application of the UE to provide the AI/ML application of a learning agent with necessary information that can share the learning task splitting point.

Editor’s Note: Further performance requirements are FFS
	From this Use Case, the relevant AI/ML aspect is “A UE is able to inform a learning agent of learning task splitting point.”



	[PR.7.3-003]
(Note 3)
	5G system shall provide a means to supply prediction info (e.g., on traffic congestion, the related geographical area/spot) so that a UE or learning agent can minimize the impact of learning data transfer disturbance.


	

	[PR.7.3-xxx]

(Note 4)

(Note 5)
	
	From this Use Case, the relevant AI/ML aspect is “The learning agent in the cloud or the learning agent in a UE is able to be aware of task splitting related info”. 


	[PR.7.3-xxy]
	
	From this Use Case, the relevant AI/ML aspect is “The learning agent in the cloud or the learning agent in a UE is able to be aware of the disturbance that has happened in the counterpart (i.e., entity/UE that was transferring learning-related data to the learning agent).”

	NOTE 1: From this Use Case, the AI/ML aspects/implications are summarized based on which the PR in the left-hand column is formulated

NOTE 2: It is one of possible scenarios that the learning agent can be located within MNO’s network (e.g., for learning-based signal processing optimization for RAN entity (e.g., gNB)), which operation is outside the scope of 3GPP but is used for optimization in RAN operations. 

NOTE 3: Disturbance by both jurisdiction (e.g., regional laws that prohibit personal data from being transferred) or by technical difficulty (e.g., traffic congestion for transferring heavy data for AI/ML) are considered in prediction.

NOTE 4: possible scenarios for secure sharing include federated learning and multi-agent multi-device learning.

NOTE 5: the learning agent described in this requirement is in a UE or in the cloud.






Table 7.3.6-2 provides a summary of performance requirements for different usage scenarios. The required KPIs are dependent upon usage scenarios, especially on the task splitting points of given tasks even under the same usage scenarios. The calculation procedure can be referred to in [36-39].

For an example of image size 32 x 32 x 3 (32 wide, 32 high, 3 depth/colour channels), the weight is 3072; for images with more respectable size 200 x 200 x 3 = 120,000 weights; For a simple ConvNet for CIFAR-10 classification, the regular Neural Network architecture is INPUTàCONVàRELUàPOOLàFC (Input layer, convolutional layer, pooling layer and fully-connected layer).

Example 1: 32 x 32 x 3 image and six 5 x 5 filters produce a new image of size 28 x 28 x 6! = 564,480

Example 2 (Language understanding): BERT_{base} with L = 12 (layers), H = 768 (hidden size), A = 12 (heads). The number of parameters = 110M

Example 3 (Language understanding): BERT_{large} with L = 24 (layers), H = 1024 (hidden size), A = 16 (heads). The number of parameters = 340M

Example 4: [39] for 8-bit VGG16 Pruned, it can reduce the original size (VGG-16 Ref) of 138MB by a factor of (1/13), which size will be approximately 10.3MB. Thus, 10.3MB / (GPU time / 2) ≒ 196MB/sec = 1.56Gb/sec.

NOTE 2:

Compared to raw data, the latency requirement for trained data is considered more rigorous as it belongs to the category of data that is more readily usable by the related machine (e.g., by UE, or by agent).

Table 7.3.6-2: Performance requirements (KPI vectors)
	
	Description in Communication aspects
	Description in AI/ML operation aspects (all inclusive)
	Range (NOTE 2)

	
	End-to-end latency (NOTE 1)
	Data rate (per UE) (NOTE 1)
	Service interruption time
	End-to-end latency
	Data rate
	Service interruption time
	

	Learning data (raw data) at Service robot at initial launch
(NOTE 4)
	 < 100 ms
	UL: < [1.5] Gbps

DL: [tbd]
	
	< 10 s
	
	< [100] ms
	< [500] km

	Learning data (trained data) at Service robot at initial launch
(NOTE 4)
	< 50 ms
	UL: < [50] Mbps

DL: [tbd]
	
	< 10 s 
	
	< [100] ms
	< [500] km

	Learning data (raw data) at Service robot in routine operation
(NOTE 4)
	 < 100 ms
	UL: 700 Mbps

DL: [tbd]
	
	< 1 s
	
	< [100] ms
	< [200] km

	Learning data (trained data) at Service robot in routine operation
(NOTE 4)
	< 50 ms
	UL: 50 Mbps

DL: [tbd]
	
	< 1 s
	
	< [100] ms
	< [200] km

	Remote control of robots (type 1) (NOTE 3)
	< [5] ms
	UL: < [700] Mbps

DL: [1] Mbps
	
	 < [10] ms
	
	< [10] ms
	< [3] km
(aerial, outdoor);

< [500] m (indoor)

	Remote control of robots (type 2) (NOTE 3)
	< [20] ms
	UL: < [700] Mbps

DL: [1] Mbps
	
	< [25] ms
	
	< [100] ms
	< [tbd] km

	NOTE 1: The end-to-end latency and data rate are dependent on which learning model the UE and agent have selected to use. The required data rate varies depending on the task splitting point between UE and the learning agent. The suggested number in this table is based on the maximum possible value (e.g., non-splitting cases or on splitting stage at pooling). 

NOTE 2: Range is between a Service Robot (as a UE) and the learning agent (including candidate learning agent). For routing operation, the range is typically smaller than that for initial launch of a task/job site.

NOTE 3: For robot control, only two categories are suggested. A refined use of more categories is FFS. Type 1 requires more rigorous KPIs (e.g., helicopter, humanoid robots).

NOTE 4: In these scenarios, service robots are assumed to have basic robotics mobility.


*** End of changes ***
�No specific "functionality" is required to support this.


�Removing normative language in the TR


�How should 5GS support the UE on this?


�Not needed


�Already mentioned in NOTE 1.


�Already resolved in v0.2.0


�Proposal to change this to a NOTE.





