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Abstract: This PCR proposes several updates to the use cases in clause 6.
*** Start of changes***
6.1.5
Existing features partly or fully covering the use case functionality

It should be noticed that the data rates required by this use case are user experienced data rates, not peak data rates (legacy 5G NR supports 20Gbps DL peak data rate). According to the self evaluation results in [6], 5G NR can provide up to 144.34 Mbps DL user experienced data rate. The experienced data rate is defined as the achievable data rate in 95% network coverage. The data rate performance of legacy 5G NR system cannot meet the requirement of this use case.

6.1.6
Potential New Requirements needed to support the use case

Considering the time taken by the device to finish the image recognition task, a small portion of the recognition latency budget can be used to download the model. For one-shot object recognition at smartphone and photo enhancements at smartphone, a pre-installed sub-optimal model can be temporarily employed while downloading the optimal model. The optimal model in need should be downloaded on level of 1s, and then replaces the pre-installed model. If 8-bit parameters are used for describing the DNN, the required DL data rate ranges from 33.6Mbps to 1.1Gbps. For video recognition, the target can be updating the model in one frame duration (so to adopt the updated model for the next frame). But for an application with an always-on camera, the device can predict the needed model and start the downloading in-advance. Downloading the model within 1s is acceptable. Similarly, for other applications with an always-on camera, i.e. person identification in security surveillance system, AR display/gaming, remote driving, remote-controlled robotics, the required DL data rate ranges from 33.6Mbps to 1.1Gbps. It should be noted that the size of the model may be further reduced if more advanced model compression techniques can be adopted.

6.1.6.1
Potential KPI Requirements
The potential KPI requirements needed to support the use case include:

[P.R.6.1-001] The 5G system shall support 
AI/ML model downloading for image recognition with a maximum latency as given in Table 6.1.6.1-1.

[P.R.6.1-002] The 5G system shall support AI/ML model downloading for image recognition with an average DL data rate as given in Table 6.1.6.1-1.

[P.R.6.1-003] The 5G system shall support AI/ML model downloading for image recognition with a communication service availability not lower than 99.999 %.

Table 6.1.6.1-1: Image recognition model downloading latency analysis for example applications (8-bit parameters for the DNN)

	User application
	Latency: maximum
	Model downloading data rate: average

	
	Image recognition latency
	Model downloading latency
	

	One-shot object recognition at smartphone
	~1s
	1s (Note 1)
	33.6Mbps~1.1Gbps

	Person identification in security surveillance system
	~1s
	1s (Note 2)
	 33.6Mbps~1.1Gbps

	Photo enhancements at smartphone
	~1s
	1s (Note 1)
	33.6Mbps~1.1Gbps

	Video recognition
	33ms@30FPS
	1s (Note 2)
	33.6Mbps~1.1Gbps

	AR display/gaming
	<5ms (Note 3)
	1s (Note 2)
	33.6Mbps~1.1Gbps

	Remote driving
	<5ms (Note 4)
	1s (Note 2)
	33.6Mbps~1.1Gbps

	Remote-controlled robotics
	<5ms (Note 5)
	1s (Note 2)
	33.6Mbps~1.1Gbps


NOTE 1: A pre-installed sub-optimal model can be temporarily employed while downloading the optimal model. The optimal model should be downloaded in the order of 1s.

NOTE 2: For applications with an always-on camera, the device can predict the needed model and start the downloading in-advance. Downloading the model within 1s is acceptable.

NOTE 3: According to [4][5], the VR motion-to-photon latency is in the range of 7-15ms. It can be assumed that the AR display or gaming requires a similar end-to-end latency. Considering the time taken by the AR rendering (e.g. 3D rendering of the virtual objects, rendering augmentation in overlay), the background video recognition should be finished within 5ms.

NOTE 4: According to [46] the one-way latency required for remote driving is 5ms. The round-trip latency is assumed to be 10ms. Considering the time taken by the vision-based driving inference at server, the latency budget for traffic object recognition can be estimated to be 5ms.

NOTE 5: According to [5] the end-to-end latency required for video-operated remote-controlled robotics is 10~100ms. Considering the time taken by the robot controlling inference at server, the robot vision recognition needs to be finished within 5ms.

*** Next change ***
6.2.4
Post-conditions

Alice can see that even in harsh light conditions and with the noisy background the photos and videos are great, additional information is provided and all is correctly tagged as requested.
The post-conditions are:

1) Photos and videos are stored on the mobile phone in the improved high quality, ready to be uploaded and shared on social media.

2) Audio recording is high quality with ambient noise reduction, improved stereo balance.
3) Additional information about band, song/lyrics, instruments, etc. are displayed on the mobile phone and stored in media recordings’ metadata.
4) Alice can visualize additional information and upload the photos and videos on her social network(s) with the associated tags and information provided by the models, and also store the above on her personal media server.
6.2.5
Existing features partly or fully covering the use case functionality

The performance requirements for high data rate and traffic density scenarios are found in 3GPP TS 22.261 [4] clause 7.1. The scenario Broadband access in a crowd is relevant for the use case of very dense crowds, for example at stadiums or concerts. In addition to a very high connection density, the users can share their experience, i.e. what they see and hear. This can put a higher requirement on the uplink than the downlink.

This new use case has some requirements on the downlink not covered by the existing requirements, see Table 6.2.5-1.

Table 6.2.5-1. Excerpt from 3GPP TS 22.261 [4] Table 7.1-1
	
	Scenario
	Experienced data rate (DL)
	Experienced data rate (UL)
	Area traffic capacity

(DL)
	Area traffic capacity

(UL)
	Overall user density 
	Activity factor
	UE speed
	Coverage

	4
	Broadband access in a crowd
	25 Mbit/s
	50 Mbit/s
	[3,75] Tbit/s/km2
	[7,5] Tbit/s/km2
	[500 000]/km2
	30%
	Pedestrians
	Confined area


6.2.6
Potential New Requirements needed to support the use case

6.2.6.1
Introduction

Potential new requirements needed to support the use case result of the following parameters:

a) AI/ML model size.
b) Accuracy of the model

c) latency constraint of the application or service.

d) number of concurrent downloads, i.e. number of UEs requesting AI/ML model downloads within same time window.

The number of concurrent downloads further depends on the density of UE in the covered area and the covered area size.

The tables 6.2.6.1-1, 6.2.6.1-2 and 6.2.6.1-3 contain KPI for different aspects of the real-time media editing use case.

Editor’s note: For table 6.2.6-1, typical models’ sizes are extracted from tables 6.2.1-1, 6.2.1-2 and 6.2.1-3.
Table 6.2.6.1-1. Typical sizes of AI/ML models for the UC

	AI/ML Model
	Number of parameters (Million) 
	Size of the AI/ML model (MByte)
	Comments

	MobileNet
	3.2
	3.2
	8-bit parameters

	MobileNet
	3.2
	12.8
	32-bit parameters

	RCAN
	15.44
	15.44
	8-bit parameters

	DarkNet
	20
	20
	8-bit parameters

	Inception v4
	41
	41
	8-bit parameters

	RCAN
	15.44
	61.78
	32-bit parameters

	YOLONet
	64
	64
	8-bit parameters

	DarkNet
	20
	80
	32-bit parameters

	VGGNet
	134
	134
	8-bit parameters

	Inception v4
	41
	164
	32-bit parameters

	YOLONet
	64
	256
	32-bit parameters

	VGGNet
	134
	536
	32-bit parameters


From Table 6.2.6.1-1, AI/ML models currently available to elaborate the use case have sizes that vary from 3.2 MB to 536 MB.

As indicated in the use case in clause 6.1, it can be noted that the size of AI/ML models can be reduced prior to transmission with dedicated model compression techniques. On the contrary, AI/ML models with more neural network layers and more complex architectures arise to solve more complex tasks and to improve accuracy. This trend is expected to continue in the coming years. Typical model sizes in the range of 3 MB to 500 MB appear to be a reasonable compromise to consider for this use case.

In the following, two categories are considered for AI/ML model sizes:

a) AI/ML model sizes below 64 MB, which can be associated to models optimized for fast transmission,

b) AI/ML model sizes below 500 MB, which can be associated to models optimized for higher accuracy.

Maximum latency  
in function of application or service:

a) Videocall service: end-to-end latency below 200 ms,

b) Video recording, video streaming, and object recognition applications: latency below 1 s.
Minimum DL bitrate results from above AI/ML models’ sizes and maximum latency values are summarized in the following table:

Table 6.2.6.1-2. UC AI/ML model download – single UE – KPIs

	UC model download
	AI/ML model size
	Latency
	User experienced DL data rate
	Supported

	Single Model / Single UE
	[3 MB – 64 MB]
	<1 s
	[24 Mb/s ~ 512 Mb/s]
	Yes

	Single Model / Single UE
	[3 MB – 64 MB]
	<200 ms 
	[120 Mb/s ~ 2.56 Gb/s]
	Yes

	Single Model / Single UE
	[64 MB – 500 MB]
	<1 s
	[512 Mb/s ~ 4 Gb/s]
	Yes

	Single Model / Single UE
	[64 MB – 500 MB]
	<200 ms
	[2.56 Gb/s ~ 20 Gb/s]
	No


As indicated above, the number of concurrent downloads is a third parameter to determine potential new requirements. This corresponds to the maximum number of UEs requesting a AI/ML model download in a same time window and same covered area/cell.

The case of a concert hall is an illustration of the scenario, “Broadband access in a crowd” from 3GPP TS 22.261 [4]. This scenario assumes an overall user density of 500 000 UE / km2  (i.e. 0.5 UE / m2) and an activity factor of 30 %.
In the concert hall case, it is also assumed that only a part of the UEs intends to request AI/ML model downloads. Moreover, only a subpart will request AI/ML model download during the same time window in the same cell. The activity factor is finally estimated to 1 % (i.e. % of UE requesting an AI/ML model download within same time window).

Typical number of UEs in a concert hall varies from ~1000 seats to ~ 5000 seats.

Based on these figures and UE activity assumption, the number of concurrent downloads is estimated as follows.

Table 6.2.6.1-3. Estimated number of concurrent downloads
	Number of UEs
	Estimated area 

(density of 

0.5 UE / m2 )
	Activity Factor


	Number of concurrent downloads in the same cell

	1000
	2000 m2
	1 %
	10

	5000
	10000 m2
	1 %
	50


From Table 6.2.6.1-2 and Table 6.2.6.1-3, requirements on the covered area are estimated as follows:

Table 6.2.6.1-4. Estimated covered area DL bitrate requirements

	Number of UEs
	Activity Factor


	Number of concurrent downloads
	AI/ML model size
	Latency
	User experienced DL data rate
	Covered area DL data rate requirement

	1000
	1 %
	10
	[3 MB – 64 MB]
	<1 s
	[24 Mb/s ~ 512 Mb/s]
	[240 Mb/s ~ 5.12 Gb/s]

	
	
	
	[3 MB – 64 MB]
	<200 ms
	[120 Mb/s ~ 2.56 Gb/s]
	[1.2 Gb/s ~ 25.6 Gb/s]

	
	
	
	[64 MB – 500 MB]
	<1 s
	[512 Mb/s ~ 4 Gb/s]
	[5.12 Gb/s ~ 40 Gb/s]

	5000
	1 %
	50
	[3 MB – 64 MB]
	<1 s
	[24 Mb/s ~ 512 Mb/s]
	[1.2 Gb/s ~ 25.6 Gb/s]

	
	
	
	[3 MB – 64 MB]
	<200 ms
	[120 Mb/s ~ 2.56 Gb/s]
	[6 Gb/s ~ 128 Gb/s]

	
	
	
	[64 MB – 500 MB]
	<1 s
	[512 Mb/s ~ 4 Gb/s]
	[25.6 Gb/s ~ 200 Gb/s]


Another approach to estimate the number of concurrent downloads is to estimate the number of different AI/ML models requested by UEs instead of the number of UEs requesting AI/ML models. The AI/ML models can then be broadcast/multicast to multiple UEs. The number of different AI/ML models depends on the accuracy expectations of the AI/ML models, the execution environments and the hardware characteristics of end devices. When the number of UE requesting AI/ML models is very high, the number of different AI/ML models can remain smaller. This approach is well suited for very large crowd.

The number of concurrent downloads when transmitted in broadcast/multicast to many UEs can be estimated between 1 (i.e. all UEs request the same AI/ML model) and 50 (i.e. all UEs request different AI/ML models).

6.2.6.2
Potential KPI Requirements

Independent user:

[P.R.6.2-I-001] The 5G system shall support the download of AI/ML models with a latency below 200 ms and an average data rate of 2.56 Gb/s.

Editor's Note:

The assumptions in this use case and related requirements for an AI/ML model download latency below 200 ms are FFS.
NOTE 1:
This requirement concerns AI/ML models having a size below 64 MB.

[P.R.6.2-I-002] The 5G system shall support the download of AI/ML models with a latency below 1 s and an average data rate of 4 Gb/s.

NOTE 2:
This requirement concerns AI/ML models having a size below 500 MB.

Crowd:

[P.R.6.2-C-001] The 5G system shall support the parallel download of up to 50 AI/ML models with a latency below 1 s.

NOTE 3:
This requirement concerns AI/ML models having a size below 64 MB.

[P.R.6.2-C-002] The 5G system should support the functionality to broadcast/multicast a same AI/ML model to many UEs with a latency below 1 s.

NOTE 4:
This requirement concerns AI/ML models having a size below 64 MB.

*** Next change ***
6.3.6.1
Potential KPI Requirements

The potential KPI requirements needed to support the use case include:

[P.R.6.3-001] The 5G system shall support 
AI/ML model downloading for speech recognition with a latency not higher than 1s.

[P.R.6.3-002] The 5G system shall support AI/ML model downloading for speech recognition with an average DL data rate as given in Table 6.3.6.1-1.

[P.R.6.3-003] The 5G system shall support AI/ML model downloading for speech recognition with communication service availability not lower than 99.999 %.

Table 6.3.6-1: Sizes of typical speech-recognition models and required DL data rates for downloading in 1s (8 bits per parameter)

	DNN model for speech recognition
	Number of parameters (Million)
	Size of the model (MByte)
	Required DL data rate (Mbps)

	RNN-CTC [47]
	26.5
	26.5
	212

	ResCNN-LAS [47]
	6.6
	6.6
	52.8

	QuartzNet-15×5 [47]
	19
	19
	152

	Gboard speech recognizer [27]
	N.A.
	80
	640


*** End of changes ***
�No extra functionality is required to do this.


�along with size also accuracy should be considered since smaller models have lower accuracy.


�Removing normative language


�No specific functionality is required





