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[bookmark: _Hlk532311]	START OF PROPOSED CHANGES	
	 Start of Change 1 	
[bookmark: _Toc45387425]D.1	Description
The required synchronization precision is usually given as the maximum absolute value of the time difference between sync master and any device in the synchronisation domain (time domain or clock domain). A common example is a synchronisation precision of ≤ 1 µs. This is equivalent to ± the precision value, so ±1 µs between sync master and any device in the synchronisation domain, resulting in two times this value as maximum absolute time difference between any two devices in the synchronisation domain (2 µs in the example). 
An industrial automation network generally consists of two distinct time domains. 
First is the global time domain. This is the time used for overall synchronization in the system (e.g. the factory). It is used to align operations and events chronologically. Industrial automation uses the term universal time domain [20] for the global time domain described in this document. Global time is known as a synonym for universal time in industrial automation. Global time is called wall clock in certain areas and standards.
The synchronization precision is typically ≤ 1µs [20]. In some areas, a precision of ≤ 100 µs might be sufficient for the global time domain if a working clock with precision of ≤ 1 µs is available. The assigned timescale is usually the International Atomic Time (TAI, temps atomique international), based on the precision time protocol (PTP) epoch (starting from 1 January 1970 00:00:00 TAI) [22]. While there is usually only one global time, multiple global time domains are possible.
Clock synchronization in the global time domain usually applies to all UEs within the industrial facility in industrial automation. That is, a global time domain covers usually the industrial facility.
Second is the working clock domain. Working clock domains are constrained in size. They often consist of a single machine or a set of neighbouring machines that physically collaborate. The restricted size allows very precise time synchronization (≤1µs) with efficient network components. Synchronisation to a working clock is used to align e.g. production lines, production cells, or machines/functional units. In these cases, the application synchronizes locally within the working clock domains (Figure D.1-1), allowing precise synchronization with more efficient components. A global time domain usually contains multiple working clock domains. The starting point (epoch) is the start of the working clock domain.
[image: ]
Figure D.1-1: Global time domain and working clock domains
The assigned timescale of a working clock domain is arbitrary (timescale ARB [22]). Therefore, different working clock domains may have different timescales and different synchronisation accuracy and precision. Robots, motion control applications, numeric control, and any kind of clocked / isochronous application rely on the timescale of the working clock domain to make sure that actions are precisely interwoven as needed.
Clock synchronization in the working clock domain is constraint in size. A specific working clock domain will contain only a subset of the UEs within the industrial facility. Often, the UEs of the working clock domain are connected to the same gNB. However, it is also possible that a working clock domain contains multiple neighbouring gNBs. This depends on the actual use case and its vertical application.
Devices may be part of multiple time domains leading to overlapping working clock domains.
The required precision (usually ≤ 1 µs) is between the sync master and any sync devicesslaves (device) of the clock domain, both, global time domain and working clock domain.
Clock domains might be called sync domains in certain areas and standards.
	 End of Change 1 	
[bookmark: _Hlk532547]
	 Start of Change 2 	
[bookmark: _Toc45387427]D.3	Time synchronization with 5G networks
For the time synchronization with 5G networks, we consider two possible options. 
The 5G system uses the IEEE 802.1AS time sync domains: In this case, the 5G system provides a media dependent interface to the IEEE 802.1AS sync domain [21], which the application can use to synchronize to the sync domain. In the IEEE 802.1AS standard [22], a similar concept is detailed in the MDSyncSend and MDSyncReceive structures.
The 5G system provides the working clock domains and global time domain: In this case, the 5G system has to provide an interface which the application can use to derive their working clock domain or global time domain. A device can belong to multiple working clock domains. An application can use each of these as the reference clock for synchronization (reference clock model).
NOTE:	The required precision (usually ≤ 1 µs) is between the sync master and any sync deviceslave (device) of the clock domain.
	 End of Change 2 	

	 Start of Change 3 	
[bookmark: _Toc45387430]E.2	Multiple source wireless studio
This use case will deploy a multiple camera studio of approximately 1,000 m2 (~5 cameras) where wired and wireless functionalities currently provided by traditional infrastructure technologies are likely to be deployed using a standalone non-public network. A combination of IP enabled wired and wireless cameras working at both HD and UHD resolutions will be deployed in a studio.  Associated equipment such as video monitors, prompting systems, camera control will be provided over the 5G network.  Camera timing and synchronisation will be provided over the 5G system.  As well as video, audio will be sourced from both wired and wireless microphones incl. control/monitoring and combined with the video to produce high quality synchronised AV content.  5G will also be deployed to control lighting and camera robotics. Talkback intercom systems will be deployed using low latency multicast links.
Today’s digital AV network transport is typically handled separately for wireless and wired transfers (see figure E.1.2-1). Wireless AV transmissions are implemented with application specific solutions that allow deterministic data transport of a single isolated audio or video link. Wired AV transmissions are Ethernet / IP based. Quality of service in AV IP networks is mainly achieved with IP DiffServ / DSCP based prioritization of packets in network switches. This method is sufficient for most AV use cases since jitter resulting from packet collisions is small, for example in the order of 10 µs per concurring data stream in Gbit Ethernet.


               [image: ]
Figure E.2-1: Typical AVPROD setup
The microphones and cameras can be co-located in a broadcast centre in which case they would communicate through a LAN or NPN. For remote production operations the mixing and production console may be separated by some distance (existing examples are cross continental. In this instance they may communicate via a PLMN or combination of PLMN and WAN networks.
Some approaches may also deploy main (leader)slave equipment at the broadcast centre location site with secondary (follower)master equipment at the location site broadcast centre to reduce latency. 
Other aspects of this workflow may also include robotic control where both the physical position (height, direction and tilt) and the technical control (focus, zoom, iris, colour) of a device of a camera, microphone or light may be controlled remotely.  In this instance round trip latency of < 20 ms is required in order for an operator to see a move reflected at his control position as it is made.
It is important to note that these are a combination of automated robotics (pre-programmed moves) and manually controlled robotics (following an unpredictable event such a sport).
	 End of Change 3 	
	END OF PROPOSED CHANGES	
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