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7.x
Distributed ML via D2D
7.x.1
Description
Distributed ML (Machine Learning) is an important service. The Synchronous ML (typically SSGD) [xx] and Asynchronous ML (typically ASGD) [xy] are quite normally used today. While SSGD has a better convergence speed but has a high requirement for communication resource, the ASGD has a relatively worse convergence speed but has a low requirement for communication resource.
	
	SSGD
	ASGD

	Convergence speed
	High
	Low

	Communication resource
	Large
	Small


To leverage both SSGD and ASGD, a Grouping SGD is introduced [xz]. Specifically, for clusters with a large number of members and uneven local computing node load, the members can be grouped based on characteristics such as

1) Character of individual machine: 



CPU/GPU performance, Storage/memory, Disk, 



Communication performance 


2) Character of learning task:  



Dimension of data, size & structure of model 

As shown in Fig. 7.x.1-1, multiple groups exist, where each group has an aggregate point to gather training result and share an updated model to group members, also multiple Aggregate point has asynchronous communication to network server to send training result of the group and receive the updated model for the next iteration with in a group. For each group, it has its own synchronization barrier shown in Fig. 7.x.1-2 below, in other words, the SSGD is performed in the group while the ASGD is performed between groups (for interaction between Aggregate points and Parameter Server).
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Fig. 7.x.1-1
Example of Grouping SGD
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Fig. 7.x.1-2
the SSGD is performed in the group while the ASGD is performed between groups

The Grouping SGD helps to let SSGD and ASGD complement to each other, that the synchronization frequency in a group and between the group and parameter server can be different. Thus, a proper Grouping SGD implementation has a speedup of machine learning (as shown in Fig 7.x.1-3) in the case of uneven distribution of computing resources and communication resources. 
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Fig. 7.x.1-3 Speedup of Grouping -SGD
7.x.2
Pre-conditions
A number of UEs (10 UEs) are categorized into two groups as shown in Fig. 7.x.2-1. 

Note: it is out of 3GPP scope how the Grouping is made.


[image: image4]
Fig 7.x.2-1 Grouping SGD using Device to Device

In this use-case, some pre-conditions are listed below:  
· Each group has a learning task where it is assumed the model for each group is identical, and each group has its own training data. Data parallelism exists which means training data are distributed to UEs.
· In each group an Aggregate UE is selected to perform SSGD (Synchronous SGD) in the group and also send training result to parameter Server and acquire updated training model from Parameter Server. The Aggregate UE and other UEs can have multiple iteration of ML training before sending the training result to Parameter Server 

· ASGD is performed between groups (for interaction between server and aggregate UE). Due to the different situation of communication resource, each group has its own communication frequency to the Parameter Server
· Device to Device communication is applied for the communication between UEs in a group, while the aggregate UE use Uu communication to send training result and receive updated model. 

7.x.3
Service Flows
1)  The Parameter Server (PS) distributes the global model to aggregated UEs in each group via Uu;

2)  The Aggregate UE distributes the global model to other UEs in the same group.

4) When group-2 finished SSGD iteration once, UE-2 sends the result to PS and acquire a global model-1 for next SSGD in the group-2.

5) When group-1 finished SSGD iteration twice, UE-1sends the result to PS to acquire a new global model-2, which is updated based on global model-1

6) redo step 4) to 5) until the training is finished


[image: image5.emf]Group-2

Group-1

Parameter 

Server

SSGD 

Iteration-1

SSGD 

Iteration-2

SSGD 

Iteration-1

SSGD 

Iteration-1

SSGD 

Iteration-1

SSGD 

Iteration-2

SSGD 

Iteration-1

SSGD 

Iteration-2

SSGD 

Iteration-1

global 

model-1

global 

mode-2

global 

model-3

global 

model-4

……

……

global 

model-0

Fig. 7.x.3-1 Grouping-SGD in timeline
7.x.4
Post-conditions
An AI/ML model is trained and converged. The model training is optimized at the best speed in the case of uneven distribution of computing resources and communication resources.

7.x.5 
Existing features partly or fully covering the use case functionality

In TS 22.261 (v18.0.0) clause 7.6.1, the two rows below in table 7.6.1-1 shows KPIs (bitrate, latency, reliability) for UE to UE communication
	Use Cases
	Characteristic parameter (KPI)

	
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Reliability

	Gaming or Interactive Data Exchanging 

(note 3)
	10ms (note 4)
	0,1 to [1] Gbit/s supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120 frames per second content.
	99,99 % (note 4)

	Consumption of VR content via tethered VR headset 

(note 6)


	[5 to 10] ms

(note 5)


	 0,1 to [10] Gbit/s 
(note 5)


	[99,99 %]


7.x.6
Potential New Requirements needed to support the use case
To make the UE to UE communication efficiently and help to realize multiple FL iterations within a group before the Aggregate UE sends result to Network server, it is worthwhile that the Aggregate UE communicates to member UEs in a group for real-time FL via D2D path. Therefore, 
[P.R. 7.X.5-001] 5GS shall be able to support Device to Device communication for distributed machine learning;

[P.R. 7.X.5-001] An aggregate UE shall be able to communicate to multiple member UEs using multiple D2D paths simultaneously;

7.x.6.1

Potential KPI requirements:

· For transmission data rate via UE to UE interface (D2D path)
Referring the use-case “Compressed Federated Learning for image/video processing” in clause 7.2, it assumes the required data rate in PC5 (UE-UE communication) for gradient/model transmission is the same as the requirement for Uu interface (UE-NW communication). Therefore we copy the required data rate in use-case “Compressed Federated Learning for image/video processing” (the table 7.2.5-2 in clause 7.2) and applies it to UE-UE communication as below.

Table 7.x.5.1-1 Required data rate for gradient uploading and global model downloading via UE-UE communication 
	Mini-batch size 

(images)
	Required UL data rate for trained gradient uploading (Gbps)
	Required DL data rate for global model distribution (Gbps)

	64
	0.50
	0.50

	32
	0.86
	0.86

	16
	1.25
	1.25

	8
	1.48
	1.48

	4
	1.56
	1.56


· For UE-Network interface
None. Given the Asynchronous ML applies to UE-NW interaction, there is no specific requirement in Uu interface.
***********End of Change***********
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