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1		Abstract
At SA1 #92-e, an Editor’s Note was introduced for potential KPI requirement P.R.6.2-I-001 of the use case “Real time media editing with on-board AI inference”.
2		Discussion
2.1	Introduction
Current KPI in TR 22.874 states
[P.R.6.2-I-001] The 5G system shall support the download of AI/ML models with a latency below 200 ms and a data rate of 2.56 Gb/s.
NOTE 1:	This requirement concerns AI/ML models having a size below 64 MB.
The outstanding aspect is to what extent this use case and the requirements for an AI/ML model download latency also apply below 200 ms.
Find below some arguments and references that justify requirements for an AI/ML model download latency also apply below 200 ms.
2.2	ITU G.114: SERIES G: TRANSMISSION SYSTEMS AND MEDIA, DIGITAL SYSTEMS AND NETWORKS
2.2.1 ITU G.114 recommendation
International telephone connections and circuits – General Recommendations on the transmission quality for an entire international telephone connection 
One-way transmission time
In ITU G.114 recommendation (T-REC-G.114-200305-I!!PDF-E) it is stated:
“Although a few applications may be slightly affected by end-to-end (i.e., "mouth-to-ear" in the case of speech) delays of less than 150 ms, if delays can be kept below this figure, most applications,both speech and non-speech, will experience essentially transparent interactivity.”

“Regarding the use of the E-model for speech applications, the effect of delay can be seen in the
following graph of Transmission Rating, R, versus delay. Also shown are the speech quality
categories of ITU-T Rec. G.109 [5], which translate the R values to levels of user acceptance.”
[image: ]
From this, a latency below 200 ms (below 150 ms ideally) for a videocall is clearly recommended.

2.2.2 ITU G.114 usage, Article from Cisco on VoIP latency
A relevant article from Cisco can be found in:
https://www.ciscopress.com/articles/article.asp?p=357102
Quality of Service Design Overview - By Tim Szigeti, Christina Hattingh.
Sample Chapter is provided courtesy of Cisco Press.
Extract of the article about VoIP latency:
Latency
Latency can cause voice quality degradation if it is excessive. The goal commonly used in designing networks to support VoIP is the target specified by ITU standard G.114 (which, incidentally, is currently under revision): This states that 150 ms of one-way, end-to-end (from mouth to ear) delay ensures user satisfaction for telephony applications. A design should apportion this budget to the various components of network delay (propagation delay through the backbone, scheduling delay because of congestion, and access link serialization delay) and service delay (because of VoIP gateway codec and dejitter buffer).
If the end-to-end voice delay becomes too long, the conversation begins to sound like two parties talking over a satellite link or even a CB radio. The ITU G.114 states that a 150-ms one-way (mouth-to-ear) delay budget is acceptable for high voice quality, but lab testing has shown that there is a negligible difference in voice quality mean opinion scores (MOS) using networks built with 200-ms delay budgets. Thus, Cisco recommends designing to the ITU standard of 150 ms. If constraints exist and this delay target cannot be met, the delay boundary can be extended to 200 ms without significant impact on voice quality.
NOTE
Certain organizations might view higher delays as acceptable, but the corresponding reduction in VoIP quality must be taken into account when making such design decisions.
From this, a latency below 200 ms for a videocall is clearly recommended.
2.3		Annex A of 3GPP TS 22.261 “Service requirements for the 5G system”
The most relevant argument for a low latency for real time video and live streaming is found in 3GPP TS 22.261 Annex A.
Table A.1-1 Latency needs to support example use cases from vertical industries.
	Services/
Use cases
	Automotive use cases
	Transport, logistics, IoT use cases
	Health and wellness, smart cities use cases 
	Media and entertainment

	Description
	Expand detectable range beyond on board sensor capability by sharing views or detected objects among traffic participants, coordinate trajectories among vehicles, sharing coarse driving intention, real-time remote operation of vehicles
	Real-time sensing, reporting, feedback, control, remote, asset tracking, monitoring; context-aware services, recommendations at shopping mall, airport
	Live video feed (4K, 8K, 3D for remote healthcare (consultation, monitoring) and assisted surgery, real-time commands to control medical devices for treatment (e.g. medication, surgery); remote monitoring, surveillance and guidance for citizens and law enforcement officers.
	Media production services based on aggregation of various media feeds at servers; real-time peer-to-peer or server-client sharing of data (object information) for collaborative gaming, live streaming at live events

	Latency
	For mid/long-term environment modelling (dynamic high-definition digital map update):
Not critical (100 ms end-to-end)

For short term environment modelling (sensor sharing): <20 ms end-to-end

For cooperation (coordinated control):
-	<3 ms end-to-end for platooning , 
-	<10 ms end-to-end for cooperative manoeuvres .
-	<100 ms end-to-end for coarse driving intention

For remote vehicle operation:
10-30 ms end-to-end
	For massive connectivity for time-critical sensing and feedback:
<30 ms end–to-end. 

For remote drone operation and cooperative farm machinery:
10-30 ms end-to-end

Real-time control for discrete automation: 
≤1 ms end-to-end
	For real-time video/ telepresence/augmented reality for remote healthcare and assisted surgery, for monitoring and guidance (smart cities):
100 ms end-to-end

Real-time command and control for remote medication and surgery:
10-100 ms end-to-end

For smart grid: 
-	<5 ms end-to-end for transmission/grid backbone, 
-	<50 ms end-to-end for distribution/grid backhaul, 

Time-critical sensing and feedback for smart cities:
30 ms end-to-end
	For live streaming in crowded areas, services for media production, augmented reality for collaborative gaming etc.:
20 ms end–to-end


From this:
· a latency below 100 ms is recommended for a real-time video
· a latency below   20 ms is recommended for live streaming in crowded areas


2.4	Conclusion
As the “Real time media editing with on-board AI inference” use case is covering videocall, real time video and live streaming, it sounds clearly reasonable to ask for a latency below 200 ms for the download of the ad-hoc AI/model.
Regarding the argument that a last minute online download could be avoided it is clearly stated in the FS_AMMT Work Item Description document: “Due to the limited storage at 5G UE and unpredictable change of environments, it is unfeasible to pre-load all possible AI/ML models on-board, and model downloading and/or transfer learning is needed. Hence online downloading AI model from 5G cloud needs to be supported.”.
3		Proposal
According to existing requirement from both ITU G.114 and 3GPP TS 22.621, it is proposed to remove this Editor’s note from the 3GPP TR 22.874 version 0.2.0

* * * *   First Change   * * * *
[bookmark: _Toc56982047][bookmark: _Toc57395435]6.2.6.2	Potential KPI Requirements
Independent user:
[P.R.6.2-I-001] The 5G system shall support the download of AI/ML models with a latency below 200 ms and a data rate of 2.56 Gb/s.
Editor's Note:		The assumptions in this use case and related requirements for an AI/ML model download latency below 200 ms are FFS.
NOTE 1:	This requirement concerns AI/ML models having a size below 64 MB.
[P.R.6.2-I-002] The 5G system shall support the download of AI/ML models with a latency below 1 s and a data rate of 4 Gb/s.
NOTE 2:	This requirement concerns AI/ML models having a size below 500 MB.
Crowd:
[bookmark: _Hlk56174657][P.R.6.2-C-001] The 5G system shall support the parallel download of up to 50 AI/ML models with a latency below 1 s.
NOTE 3:	This requirement concerns AI/ML models having a size below 64 MB.
[bookmark: _Hlk56173519][P.R.6.2-C-002] The 5G system should support the functionality to broadcast/multicast a same AI/ML model to many UEs with a latency below 1 s.
NOTE 4:	This requirement concerns AI/ML models having a size below 64 MB.
* * * *   End of Changes   * * * *
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Figure 1/G.114 — Determination of the effects of absolute delay by the E-model




