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Abstract: This PCR proposes several updates to the use cases in clause 7.3. This contribution is based on the original S1-210213.
CHANGELOG: r1 changes to "user experienced data rata" as defined in TS 22.261.
*** Start of changes ***
7.3.6
Potential New Requirements needed to support the use case

In Table 7.3.6-1, the service-level implications of AI/ML operation are summarized in the third column of Table 7.3.6-1, which are used to derive high-level potential service requirements in communication layer in order to support the AI/ML operation.

Table 7.3.6-1: High level service requirements (in Communication and AI/ML operation aspects)

	PR
	Potential Requirements in Communication aspects
	Implications in AI/ML operation aspects (Note 1)

	[PR.7.3-001]
(Note 2)
	Editor’s Note: Below is an intermediate formulation of PR in Communication aspects from this AI/ML operation aspect: 
5G system shall be able to provide a suitable standardized interface for a learning agent to enable exposure of the AI/ML operations service to support the AI/ML application of the learning agent to provide the AI/ML application of UE with necessary information that can minimize communication disruption.

Editor’s Note: Further performance requirements are FFS
	From this Use Case, the relevant AI/ML aspect is “A learning agent is able to provide a UE with information on candidate participating learning agents.”



	[PR.7.3-002]
	Editor’s Note: Below is an intermediate formulation of PR in Communication aspects from this AI/ML operation aspect: 
5G system shall be able to provide a suitable standardized interface for a UE to enable exposure of the AI/ML operations service to support the AI/ML application of the UE to provide the AI/ML application of a learning agent with necessary information that can share the learning task splitting point.

Editor’s Note: Further performance requirements are FFS
	From this Use Case, the relevant AI/ML aspect is “A UE is able to inform a learning agent of learning task splitting point.”



	[PR.7.3-003]
(Note 3)
	5G system shall provide a means to supply prediction info (e.g., on traffic congestion, the related geographical area/spot) so that a UE or learning agent can minimize the impact of learning data transfer disturbance.


	

	[PR.7.3-xxx]

(Note 4)

(Note 5)
	
	From this Use Case, the relevant AI/ML aspect is “The learning agent in the cloud or the learning agent in a UE is able to be aware of task splitting related info”. 


	[PR.7.3-xxy]
	
	From this Use Case, the relevant AI/ML aspect is “The learning agent in the cloud or the learning agent in a UE is able to be aware of the disturbance that has happened in the counterpart (i.e., entity/UE that was transferring learning-related data to the learning agent).”

	NOTE 1: From this Use Case, the AI/ML aspects/implications are summarized based on which the PR in the left-hand column is formulated

NOTE 2: It is one of possible scenarios that the learning agent can be located within MNO’s network (e.g., for learning-based signal processing optimization for RAN entity (e.g., gNB)), which operation is outside the scope of 3GPP but is used for optimization in RAN operations. 

NOTE 3: Disturbance by both jurisdiction (e.g., regional laws that prohibit personal data from being transferred) or by technical difficulty (e.g., traffic congestion for transferring heavy data for AI/ML) are considered in prediction.

NOTE 4: possible scenarios for secure sharing include federated learning and multi-agent multi-device learning.

NOTE 5: the learning agent described in this requirement is in a UE or in the cloud.






Table 7.3.6-2 provides a summary of performance requirements for different usage scenarios. The required KPIs are dependent upon usage scenarios, especially on the task splitting points of given tasks even under the same usage scenarios. The calculation procedure can be referred to in [36-39].

For an example of image size 32 x 32 x 3 (32 wide, 32 high, 3 depth/colour channels), the weight is 3072; for images with more respectable size 200 x 200 x 3 = 120,000 weights; For a simple ConvNet for CIFAR-10 classification, the regular Neural Network architecture is INPUTàCONVàRELUàPOOLàFC (Input layer, convolutional layer, pooling layer and fully-connected layer).

Example 1: 32 x 32 x 3 image and six 5 x 5 filters produce a new image of size 28 x 28 x 6! = 564,480

Example 2 (Language understanding): BERT_{base} with L = 12 (layers), H = 768 (hidden size), A = 12 (heads). The number of parameters = 110M

Example 3 (Language understanding): BERT_{large} with L = 24 (layers), H = 1024 (hidden size), A = 16 (heads). The number of parameters = 340M

Example 4: [39] for 8-bit VGG16 Pruned, it can reduce the original size (VGG-16 Ref) of 138MB by a factor of (1/13), which size will be approximately 10.3MB. Thus, 10.3MB / (GPU time / 2) ≒ 196MB/sec = 1.56Gb/sec.

NOTE 2:

Compared to raw data, the latency requirement for trained data is considered more rigorous as it belongs to the category of data that is more readily usable by the related machine (e.g., by UE, or by agent).

Table 7.3.6-2: Performance requirements (KPI vectors)
	
	Description in Communication aspects
	Description in AI/ML operation aspects (all inclusive)
	Range (NOTE 2)

	
	End-to-end latency (NOTE 1)
	User experienced data rate (NOTE 1)
	Service interruption time
	End-to-end latency
	Data rate
	Service interruption time
	

	Learning data (raw data) at Service robot at initial launch
(NOTE 4)
	 < 100 ms
	UL: < [1.5] Gbps

DL: [tbd]
	
	< 10 s
	
	< [100] ms
	< [500] km

	Learning data (trained data) at Service robot at initial launch
(NOTE 4)
	< 50 ms
	UL: < [50] Mbps

DL: [tbd]
	
	< 10 s 
	
	< [100] ms
	< [500] km

	Learning data (raw data) at Service robot in routine operation
(NOTE 4)
	 < 100 ms
	UL: 700 Mbps

DL: [tbd]
	
	< 1 s
	
	< [100] ms
	< [200] km

	Learning data (trained data) at Service robot in routine operation
(NOTE 4)
	< 50 ms
	UL: 50 Mbps

DL: [tbd]
	
	< 1 s
	
	< [100] ms
	< [200] km

	Remote control of robots (type 1) (NOTE 3)
	< [5] ms
	UL: < [700] Mbps

DL: [1] Mbps
	
	 < [10] ms
	
	< [10] ms
	< [3] km
(aerial, outdoor);

< [500] m (indoor)

	Remote control of robots (type 2) (NOTE 3)
	< [20] ms
	UL: < [700] Mbps

DL: [1] Mbps
	
	< [25] ms
	
	< [100] ms
	< [tbd] km

	NOTE 1: The end-to-end latency and user experienced data rate are dependent on which learning model the UE and agent have selected to use. The expected user experienced data rate varies depending on the task splitting point between UE and the learning agent. The suggested number in this table is based on the maximum possible value (e.g., non-splitting cases or on splitting stage at pooling). 

NOTE 2: Range is between a Service Robot (as a UE) and the learning agent (including candidate learning agent). For routing operation, the range is typically smaller than that for initial launch of a task/job site.

NOTE 3: For robot control, only two categories are suggested. A refined use of more categories is FFS. Type 1 requires more rigorous KPIs (e.g., helicopter, humanoid robots).

NOTE 4: In these scenarios, service robots are assumed to have basic robotics mobility.


*** End of changes ***
�Already mentioned in NOTE 1.


�Already resolved in v0.2.0


�Proposal to change this to a NOTE.





