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Abstract: <provide a short description of the content>

---------- Use Case template ----------
5.x
Use case title

5.x.1
Description

Compared with single-modality gaming system, a multi-modality gaming system can measure players gesture more accurately with multiple sensing methods. The measurement needs all the sensors calibrate their relative spatial relationship. All the sensors need to transfer sensing data to rendering equipment simultaneously.
People play gesture game at home with a multi-modality gaming system. They can also use the same system to deal with daily issue, e.g., arranging working calendar.

Alice and Bob are playing game with their multi-modality gaming system. They use a special UE (rendering UE) with powerful computing capability to render gaming images and send them back to display system.

Other UEs (e.g., sensors, display, soundbox) communicate with the rendering UE via D2D connection to reduce E2E latency.

Alice remembers she has a meeting in the afternoon. So, she calls her digital assistant in the system to set up an alarm clock.

The system needs to send multi-modality information to biological recognition server (BRS) to recognize that the speaker is Alice, and send the same information to multi-modality interaction server (MIS) to understand the command. Then, the system sets up an alarm clock for Alice according to the result from MIS.
5.x.2
Pre-conditions

A gaming system consisting of following parts connecting with the rendering UE via D2D connection:

· One camera

· One depth camera

· Two microphones

· One soundbox

· One display

The gaming system connects to MIS and BIS via the 5G system.
5.x.3
Service Flows

Scenario 1
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The camera and the depth camera calibrate relative spatial relationship via the 5G capability.

The camera, the depth camera and the microphones synchronize relative time via the TSN of the 5G system.
In the gaming scenario, all connections are D2D connections to reduce the latency.

The camera and depth camera transfer sensing data to the rendering UE at 240 fps.
The microphones transfer voice data to the rendering UE continuedly.

The rendering UE transfer display data to the display at 120fps.

The rendering UE transfer audio data to the soundbox continuedly.
Scenario 2
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The game is going on.
Alice calls the name of the digital assistant to set up an alarm clock.
All sensors transfer the same content to the BRS and the MIS simultaneously.
The BRS tells the MIS that the speaker is Alice.
The MIS understands the command and set up a clock for Alice.
5.x.4
Post-conditions

The multi-modality gaming system delivers very nice user experience. No obvious latency can be felt by Alice Bob during the gaming.
Alice sets up an alarm clock successfully while playing gesture game.
5.x.5
Existing features partly or fully covering the use case functionality
< Highlight existing features in the existing set of normative specifications that partly or fully cover this use case.>
5.x.6
Potential New Requirements needed to support the use case
The 5G system shall be able to support to transfer different content from a group of UEs to one UE via D2D connection simultaneously.

The 5G system shall be able to support UE broadcast the UL data to multiple ASs..

The 5G system shall be able to support a group of IoTs to synchronize relative time with each other.
