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Abstract: 
This contribution updates the usecase in subclause 7.4.1 to resolve the EN and let the 5GS hold a maximum commnucation resource for a flock for FL.
Discussion
In last meeting, one EN “Editor’s Note: 	It is FFS by what criteria the 5G System determines the performance of a member of the group and determines the ‘worst performing member.” was leftadded. To resolve this EN, it is proposed the “criteria” is composed of the computation time in UE and the PDB time (AN PDB + CN PDB), which is shown as below, member performance is measured in time.
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Specifically, member performance = AI processing time + Transmission time.

For the AI processing time, it is the time used by device to perform the calculation (Front/Backward Propagation) for a model gradient, which is highly related to UE’s attribute (e.g. computation capability). For Transmission time, it is related to training result size, GBR and PDB (i.e. Transmission time = training result size/GBR + PDB).

In case of synchronous federated learning, the training result size is identical, the 5GS shall be able to aware UE’s AI processing time and pre-trained model size so as to adjust QoS parameters (GBR, PDB) accordingly. 

Proposal-1: the member performance = AI processing time + Transmission time. the 5GS shall be able to aware UE’s AI processing time and pre-trained model size so as to adjust QoS parameters (GBR, PDB) so as to balance each member’s performance in a flock.

Besides, for a flock, the total resources should remain unchanged (or hold a maximum) to avoid occupying too many wireless resources to affect the normal use of other services. Based on this assumption, the QoS can be adjusted within the members in the same flock to balance each member’s performance.

Proposal-2: for a flock, the total resources should set a maximum value to avoid dedicating too many wireless resources to affect the normal use of other services.

Proposal

The following change is proposed for TR 22.874.

---------- Begin Proposed Change ----------
[bookmark: _Toc56982086][bookmark: _Toc57395474]7.4	Group Performance “Flocking” Use Case
[bookmark: _Toc56982087][bookmark: _Toc57395475]7.4.1	Description
A new ‘service enabler’ is introduced that allows a service provider to achieve effective performance for the entire group of devices. The term ‘Flock’ stands for a group that has performance requirements that consider the performance ‘as a team’ as opposed to the ‘total’ or results of the ‘best performers.’ 
The example of a Flock provided in this use case (an application of this service enabler) is for Synchronous Federated Learning. Please note that “Flocking” is a general service enabler. Synchronous Federated Learning is discussed here because (a) it is a concrete application of the “Flocking” service enabler, (b) the topic of this study is model and AI data set communication. To explain and motivate “Flocking” we need an example, and fortunately this application is directly within the scope of the FS_AMMT study.
Synchronous federated learning involves a set of contributing terminals, as described in clause 7 of this TR. In a federation, a hierarchy exists that provides an effective delegation of work and information. This federation functions as if it were a single (non-federated) system to the extent that the distributed components can operate within the same expectations. For synchronous federated learning some number of the federation’s components lag, these become stragglers. Information and function availability of the whole federation suffers when the performance of individual components fall significantly behind the others as the entire group should complete the iteration.
Synchronous federated learning works best by eliminating bias – allowing diverse users and devices to participate and bring to the learning task diversity of input data, as the users will have different attributes. It is important not to merely focus on the ‘best performing devices’ in the federation and drop the rest. It may increase the performance in terms of time to iterate the synchronous federated learning task to drop stragglers, but this will reduce the diversity of the data set and introduce bias.
Where group performance is defined by the weakest member (as in the slowest flying bird), we term this a “flock.” The 5GS normally considers performance objectives and QoS for individual communicating terminals. Here, the 5GS QoS objective relates to the entire set of terminals making up the federation, the “flock” of UEs.
[bookmark: _Toc56982088][bookmark: _Toc57395476]7.4.2	Pre-conditions
A set of UEs that participated in federated learning exists. These UEs have registered with a PLMN and operate in a federation to perform federated learning tasks.
The federated learning service provider “Avian” organizes the work of these UEs so that repeated iterations of training will occur over time.
It is assumed that the UEs provide federated learning input using the same network resources (e.g. network slice) and that the policy for this network communication is distinct from the policy for other activities that the UE performs. In this way, the network can adjust the QoS policy for federated learning communication for individual UEs without any service impact except to the federated learning service.
[bookmark: _Toc56982089][bookmark: _Toc57395477]7.4.3	Service Flows
As the performance and quality of the output of the entire set of UEs is bounded by the performance of the weakest members of the group, Avian provides the 5GS with a policy identifying the reporting interval for which different iterations should conclude. Avian also provides reports on the progress of different UEs as they proceed. The 5GS is then in a position to adjust the QoS policies of some UEs to allocate more resources for those UEs that lag, and less resources for those that are ahead of the flock. Therefore, the slowest UEs (e.g. at producing a report after an iteration of a federated learning task) achieve an improved performance. The fastest UEs (e,g. also at producing a report after a federated learning task) do not need as much network resources (higher QoS), so the 5GS can reduce the QoS guarantees for these, and thereby saves these resources. The overall result is more efficient for the Synchronous Federated Learning service and for the network operator. The resource allocated to UE is maintained for at least one iteration. 
The 5GS can inform Avian of any additional UEs with good communication performance (e.g. due to radio resources) and/or existing UEs whose connection has degraded to a level which is no longer sufficient for FL tasks. This enables Avian to determine when to add new UEs into the flock or remove existing UEs from the flock.
NOTE: 	While it is clear that the speed with which training occurs and reports are generated by UEs is only partially bounded by communication, it is assumed that the communication resources available to the UE is a significant contributor to the time it requires to complete a training iteration.
When a new UE joins the federation, it will register with Avian. Avian can then notify the 5GS (by means of a standard interface) of this addition. This interface is depicted logically in Figure 7.4.3-1 below.
[image: ]
Figure 7.4.3-1: 5G Service Enabler interface, Example for Synchronous Federated Learning
Similarly, when a UE leaves the federation, the 5GS is notified. This allows the 5GS to modify the policy to balance the QoS policy to achieve the most consistent performance across the involved UEs. During the adjustment of QoS policy, the total communication resource (e.g. total GBR of all members in the flock) can be given a maximum set of resources, (e.g. a GBR aggregate that should not exceed a maximum value).
[bookmark: _Toc56982090][bookmark: _Toc57395478]7.4.4	Post-conditions
The ‘flock’ of UEs performs consistently. The slowest UEs (e.g. at producing a report after an iteration of a federated learning task) achieve an improved performance. The fastest UEs (e,g. also at producing a report after a federated learning task) do not need as much network resources (higher QoS), so the 5GS can reduce the QoS guarantees for these, and thereby saves these resources. The overall result is more efficient for the Synchronous Federated Learning service and for the network operator.
Sometimes, some UEs fall out of the ‘flock’ because their performance does not improve or falls below a certain level. These UEs with inadequate communication performance (e.g. due to radio conditions) may be removed.
Conversely, some UEs may become candidates to add to the ‘flock’ due to their excellent performance as well as other aspects (e.g. proximity to where the group task is being performed, excellent radio performance, etc.) These UEs may be added to the group. 
NOTE: 	The removal of UEs whose performance is too poor and the addition of UEs whose performance is adequate to the “flock” has broad applicability to maintaining a well-performing group, even to ‘asynchronous federated learning.’
[bookmark: _Toc56982091][bookmark: _Toc57395479]7.4.5	Existing features partly or fully covering the use case functionality
The existing QoS features controlled by the network with reconfigurable policy provide necessary but not sufficient functionality to support the use case.
[bookmark: _Toc56982092][bookmark: _Toc57395480]7.4.6	Potential New Requirements needed to support the use case
[PR7.4.6-1]	The 5G system shall support ‘aggregated performance’ for a group of UEs where the worst performing member defines the performance of the entire group. The 5G system should achieve performance for the entire group so as to avoid members achieving either significantly less or more performance than others in the group.

Editor’s Note: 	It is FFS by what criteria the 5G System determines the performance of a member of the group and determines the ‘worst performing member.’
[PR7.4.6-2]	The 5G system shall be able to determine whether maintain a required QoS for each member in a group can be maintained for at least one iteration. 
[bookmark: _GoBack][PR7.4.6-3]	The 5G system shall be able to inform expose the communication information (e.g. the transmission time within 5GS).to an authorized service provider. a service provider of
·  new UEs with good performance (e.g. excellent radio resources) 
existing UEs whose performance (e.g. connection) has degraded to a level in which they can no longer perform sufficiently in the group. This enables the service provider to add UEs to the group or remove existing UEs from the group. ---------- End Proposed Change ----------
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