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Abstract: Distributed learning has frequent data interaction. This use case introduces a model parallelism architecture of distributed learning, which realizes the storage and training of large-scale models through the information interaction between multiple nodes.
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* * * * Second Change (all new content) * * * *
7.x	Distributed learning based on model parallelism
[bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc354590101]7.x.1	Description
Deep learning has shown great promise in many practical applications. It has also been observed that increasing the scale of deep learning (the number of training examples, the number of model parameters, the number of layers of the neural network, etc.) can drastically improve ultimate classification accuracy. In 2011, Google trained a very large neural network model with 1 billion parameters. In 2015, Microsoft Research trained a LightDA model with more than 20 billion parameters. The expansion of the neural network model has brought great difficulties to the storage and computation [48]. 
[bookmark: OLE_LINK3]The hierarchical structure of neural network brings certain convenience to model parallelism. Model parallelism means that a neural network is divided horizontally by layers, vertically across layers, or a combination of both. The combination of the two model splitting methods is called hybrid splitting. Based on this, a complete model is split into several parts and trained on different nodes. A hybrid splitting architecture is shown in Figure 7.x.1-1.


[bookmark: OLE_LINK4]Figure 7.x.1-1 Hybrid splitting architecture based on model parallelism with the participation of UEs and network
For some tasks e.g. speech recognition and visual object recognition, the samples e.g. images, videos collected by UE are essential for training a model. UE has certain computing capabilities, training part of the model on the UE side can not only reduce the computing pressure on the network side, but also effectively protect data privacy. In addition, the PC5 U2U (i.e. PC5, 5GLAN…) interface between UEs has strong communication capabilities. For example, The the most demanding requirements set for PC5 interface are for a maximum sidelink range of 1000 m, a maximum throughput of 1 Gbps, a shortest latency of 3 ms, a maximum reliability of 99.999% [49]. Therfore, due to the flexible distribution and efficient data transmission, UE has become an important node in the model parallelism. By using the hybrid splitting architecture, UE and network only need to train a sub-model. Only those nodes with edges that cross partition boundaries (thick lines) will need to have their state transmitted between nodes. Distributed training breaks the limitation that large models cannot be stored and trained on a single node. In short words, by using the model parallelism, the transmission of intermediate training results between different nodes can realize data sharing between UEs under the premise of ensuring privacy, expand the training set of the model, and improve the model accuracy.
Take the following two tasks as examples to reflect the impact of model parallelism on the efficiency of large-scale model training:
a) Speech recognition task. It is assumed that a DNN with five layers: four hidden layers with sigmoidal activations and 2560 nodes each, and a softmax output layer with 8192 nodes is used for training. This model has about 42 million parameters.
b) Image recognition. Three large DNN models are used to complete the training. The parameters of the models are 80M, 330M and 1.7B respectively. Because the model is too large, it is assumed that 16 to 128 nodes are used for model parallelism training. 
[image: ]
Figure 7.x.1-2 Training speed-up for four different deep networks
Figure 7.x.1-2 shows the impact of paralleliziing across N nodes by reporting the average training speed-up.The speech recognition model runs fastest in 8 nodes, 2.2 times faster than using a single node. When the number of nodes participating in training exceeds 8, the communication delay starts to dominate in the model parallelism architecture and training a model will slow down. The image recognition model can benefit from using many more nodes due to the large number of model parameters. Model training speed is 5 to 10 times faster than that on a single node.
[bookmark: _Toc355779205][bookmark: _Toc354586743][bookmark: _Toc354590102]7.x.2	Pre-conditions
The UE and network run an application providing the capability of model parallelism for the image recognition task.
The model parallelism application on the UE is capable to report its intermediate training results to other UEs or network.
The parameter server is capable to aggregate the final training results from the UE and network, form the complete model.
The 5G system has the ability to provide PC5U2U and Uu interfaces related information to the parameter server.
[bookmark: _Toc355779206][bookmark: _Toc354586744][bookmark: _Toc354590103]7.x.3	Service Flows
1) The parameter server splits the global model and distributes sub-model to different UEs and network.
2) The model parallelism application in the distribute UE A performs the training based on the local training data set collected by the UE A, and then reports the intermediate data to UE B or network that needs to use the data for model training.
3) UE B and network will also report the new error values to UE A, let UE A update the parameters of its stored sub-model.
4) Redo Step 2) to 3) for the training for the next iteration.
5) After many iterations, the sub-model stored by each node converge. The parameter server aggregates the sub-model from the UEs and network, and updates the complete global model.
[bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104]7.x.4	Post-conditions
The sub-model for image recognition is trained and converges in different nodes, and the training accuracy and latency need to be guaranteed. 
The training task for image recognition based on the model parallelism can be completed under the available computation, storage and energy resource of the distributed UEs. And the quality of communication for PC5 U2U and Uu interface need to be guaranteed.
[bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106]7.x.5	Existing features partly or fully covering the use case functionality
The Use Case can rely on the Proximity Service (ProSe) services as defined in 3GPP TS 23.303 [50].
7.x.6	Potential New Requirements needed to support the use case
[bookmark: _Toc56982046][bookmark: _Toc57395434]7.x.6.1	Introduction
We introduce two specific cases of training image recognition models in model parallelism architecture shown in Figure 7.x.1-1. The first model is VGG-19 with 19 layers and 5 different convolutional blocks. The split point is selected after the fourth convolution block, i.e the 17th layer. The other model is ResNet-34 with 34 layers and 5 different convolutional blocks [18]. The split point is selected after the third convolution block, i.e the 15th layer. The network side stores the sub-model after the split point. The two UEs averagely store the remaining sub-models. The filter size used in two models is 3x3 and the number of filters is 64, 128, 256, 512 respectively. The input image size is 224x224, and the size of each model parameter is 32bit. 
The intermediate data for some nodes with edges that cross partition boundaries need to be transmitted with other nodes. In the model parallelism architecture shown in the figure 7.x.1-1, because the intermediate data of each layer needs to be transmitted between UEs, the transmission frequency on the PC5 U2U interface is much higher than that on the Uu interface. Considering the number of model layers and the characteristics of the image recognition task, we assume that the transmission delay on the Uu interface and the PC5 U2U interface is 100ms and 10ms, respectively.
Therefore, under different batch size, the size of intermediate data that needs to be transmitted on the Uu interface and the PC5 U2U interface is shown in the Table 7.x.1-1.
[bookmark: _Hlk63604478]Table 7.x.1-1: Data rate for intermediate AI/ML data based on model parallelism 
	Mini-batch size 
(images)
	DNN Model
	Intermediate data size over PC5U2U(MB)
	Intermediate data size over Uu (MB)
	Transfer time for PC5U2U(ms)
	Transfer time for Uu(ms)
	Data rate over PC5 U2U (Mb/s)
	Data rate over Uu (Mb/s)

	16
	VGG-19
	0.30
	25.70
	10 
	100
	240
	2056

	
	ResNet-34
	3.28
	12.86
	
	
	2624
	1029

	8
	VGG-19
	0.15
	12.85
	
	
	120
	1028

	
	ResNet-34
	1.64
	6.43
	
	
	1312
	514

	4
	VGG-19
	0.08
	6.43
	
	
	64
	514

	
	ResNet-34
	0.82
	3.22
	
	
	656
	258


[bookmark: _Toc56982047][bookmark: _Toc57395435]7.x.6.2	Potential KPI Requirements
The potential KPI requirements needed to support the use case include:
[bookmark: _GoBack][P.R.7.x-001] The 5G system shall support the functionality to enable model parallelism learning for image recognition with data rate over PC5 U2U interface not lower than [0.064Gbps ~2.624Gbps], as given in Table 7.x.1-1.
[P.R.7.x-002] The 5G system shall support the functionality to enable model parallelism learning for image recognition with data rate over Uu interface not lower than [0.258Gbps ~ 2.056Gbps], as given in Table 7.x.1-1.
* * * * End of Changes * * * *
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