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Abstract: This PCR proposes several updates to the use cases in clause 6.1. This contribution is based on the original S1-210211.
*** Start of changes***
6.1.5
Existing features partly or fully covering the use case functionality

It should be noticed that the data rates required by this use case are user experienced data rates, not peak data rates (legacy 5G NR supports 20Gbps DL peak data rate). According to the self evaluation results in [6], 5G NR can provide up to 144.34 Mbps DL user experienced data rate. The experienced data rate is defined as the achievable data rate in 95% network coverage. The data rate performance of legacy 5G NR system cannot meet the requirement of this use case.

6.1.6
Potential New Requirements needed to support the use case

Considering the time taken by the device to finish the image recognition task, a small portion of the recognition latency budget can be used to download the model. For one-shot object recognition at smartphone and photo enhancements at smartphone, a pre-installed sub-optimal model can be temporarily employed while downloading the optimal model. The optimal model in need should be downloaded on level of 1s, and then replaces the pre-installed model. If 8-bit parameters are used for describing the DNN, the required DL data rate ranges from 33.6Mbps to 1.1Gbps. For video recognition, the target can be updating the model in one frame duration (so to adopt the updated model for the next frame). But for an application with an always-on camera, the device can predict the needed model and start the downloading in-advance. Downloading the model within 1s is acceptable. Similarly, for other applications with an always-on camera, i.e. person identification in security surveillance system, AR display/gaming, remote driving, remote-controlled robotics, the required DL data rate ranges from 33.6Mbps to 1.1Gbps. It should be noted that the size of the model may be further reduced if more advanced model compression techniques can be adopted.

6.1.6.1
Potential KPI Requirements
The potential KPI requirements needed to support the use case include:

[P.R.6.1-001] The 5G system shall support 
AI/ML model downloading for image recognition with a maximum latency as given in Table 6.1.6.1-1.

[P.R.6.1-002] The 5G system shall support AI/ML model downloading for image recognition with an average DL data rate as given in Table 6.1.6.1-1.

[P.R.6.1-003] The 5G system shall support AI/ML model downloading for image recognition with a communication service availability not lower than 99.999 %.

Table 6.1.6.1-1: Image recognition model downloading latency analysis for example applications (8-bit parameters for the DNN)

	User application
	Latency: maximum
	Model downloading data rate: average

	
	Image recognition latency
	Model downloading latency
	

	One-shot object recognition at smartphone
	~1s
	1s (Note 1)
	33.6Mbps~1.1Gbps

	Person identification in security surveillance system
	~1s
	1s (Note 2)
	 33.6Mbps~1.1Gbps

	Photo enhancements at smartphone
	~1s
	1s (Note 1)
	33.6Mbps~1.1Gbps

	Video recognition
	33ms@30FPS
	1s (Note 2)
	33.6Mbps~1.1Gbps

	AR display/gaming
	<5ms (Note 3)
	1s (Note 2)
	33.6Mbps~1.1Gbps

	Remote driving
	<5ms (Note 4)
	1s (Note 2)
	33.6Mbps~1.1Gbps

	Remote-controlled robotics
	<5ms (Note 5)
	1s (Note 2)
	33.6Mbps~1.1Gbps


NOTE 1: A pre-installed sub-optimal model can be temporarily employed while downloading the optimal model. The optimal model should be downloaded in the order of 1s.

NOTE 2: For applications with an always-on camera, the device can predict the needed model and start the downloading in-advance. Downloading the model within 1s is acceptable.

NOTE 3: According to [4][5], the VR motion-to-photon latency is in the range of 7-15ms. It can be assumed that the AR display or gaming requires a similar end-to-end latency. Considering the time taken by the AR rendering (e.g. 3D rendering of the virtual objects, rendering augmentation in overlay), the background video recognition should be finished within 5ms.

NOTE 4: According to [46] the one-way latency required for remote driving is 5ms. The round-trip latency is assumed to be 10ms. Considering the time taken by the vision-based driving inference at server, the latency budget for traffic object recognition can be estimated to be 5ms.

NOTE 5: According to [5] the end-to-end latency required for video-operated remote-controlled robotics is 10~100ms. Considering the time taken by the robot controlling inference at server, the robot vision recognition needs to be finished within 5ms.

*** End of changes ***
�No extra functionality is required to do this.





