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Abstract: QoS guarantee in the connectivity in 3GPP networks end-points, when there are a multiplicity of services that are connected to the radio end-points with different layer 2 or layer 3 mechanisms, is essential for Utilities.
Discussion
Every Smart Grid service has different performance needs and different priority or criticality. They also convey a different amount of data, and with a different usage regime along the day or the days of the week. Utilities deal with Mission Critical services (e.g. SCADA Automation) that should be prioritized end-to-end. These services do not connect directly through dedicated end-points, but through switches and / or routers that multiplex and progress the traffic together with other traffics of a different nature and needs. Legacy 3GPP networks such as 2G and 3G have technical constraints that limit the possibility to configure end to end QoS.
Even though LTE technology has mechanisms to enable end to end QoS which could fulfil this need, Public 4G networks are subject to strict regulation constraints (network neutrality and ‘fairness’ of provision of resources to all services carried by the telecommunications network) that may not allow for granting different priorities to different users at the RAN.
5G, which goes beyond 4G, should find a way to solve these technical and regulatory limitations and enable the possibility to configure end to end QoS configuration.
Apart from the core network needed aspects, the radio interface should be closely analyzed so that the network can identify different traffic flows, based in layer 2 and / or layer 3 mechanisms, to allow state-of-the-art prioritization, so that each traffic can be granted its needed performance in any network circumstance. This needs to happen while guaranteeing the privacy of the data in the connection.
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Figure 1: Access network and Service aggregation
It could also happen that a single cellular WAN connection is used for a cluster of Secondary Substations that are connected to each other by means of Broadband Power Line communications (BPL). Secondary Substations within the cluster are connected to each other within a Layer 2 domain.

QoS is consistently implemented both in the utility’s private Core Network (IP/MPLS, typically over DWDM and optical fiber) and in Layer 2 BPL cluster. In the same terms in order to provide real end-to-end prioritization of services and applications, it should be possible to configure QoS in the WAN segment, even though if this one is a third party provided service (in this case, with 3GPP technologies).
[image: ]
Figure 2: Broadband Power Line Cluster

Smart Grid Services and applications follow different traffic patterns due to the nature of the service itself:
· AMI (Advances Metering Infrastructure): Bursty traffic based on periodic uploads of metering files by means of FTP protocol. FTP upload concurrently and massively happens every hour. There is an additional regular traffic derived from PLC (Power Line Communications) network management system and regular network management operations such as remote configuration, firmware upgrading, NTP and AAA (TACACS+).

Daily capture (note that peaks in graphs are smoothened due to the average calculations provided by traffic management tools for traffics in the past):

Figure 3: Daily Capture of AMI Traffic


Figure 4: Weekly Capture of AMI Traffic
· Distribution Automation: Regular and stable traffic pattern based on TCP/IP transactions. SCADA system retrieves data from field devices (RTUs / IEDs) by polling mechanism. Needs to be considered also the traffic associated to the Remote Engineering Access or remote access for operation (HTTPS/SSH) and RTU management, commissioning and AAA (TACACS+, RADIUS), NTP, FTP, etc.


Figure 5: Daily Capture Distribution Automation Traffic

Figure 5: Weekly Capture Distribution Automation Traffic

End-to-end QoS can in practice today be implemented when Access networks are fully private. When talking about broadband radio access networks, private LTE allows for end to end QoS implementation, even in the RAN segment of the network. As mentioned before, this is not possible when using equivalent 3GPP technologies’ provided by a PLMN. This circumstance seriously constrains the capabilities of these mobile networks for utilities’ critical services in the Smart Grid. 
This use case considers how to support QoS support needed by the Smart Grid in 5G networks, including those that are not based on non-public Networks.
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---------- Use Case template ----------
5.5	Smart Energy Differentiated QoS For Transported Encrypted Data
[bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc354590101]5.5.1	Description
[bookmark: _Toc355779205][bookmark: _Toc354586743][bookmark: _Toc354590102]This use case describes a common need of Utilities with diverse substations that require communication. Diverse services’ communication traffic need to be aggregated over a communication service in an ecrypted form. This would prevent the 3GPP system from inspecting the traffic to identify and classify it (either in the downlink or uplink.)
5.5.2	Pre-conditions
A Distribution System Operator (DSO) “U” receives telecommunication services from a MNO “T.” U has deployed 100s to 10,000s of substations that generate service traffic of diverse criticality, QoS requirements, etc. U has arranged, via service level agreements (SLAs) specific QoS treatment for these different classes of service traffic with T. The use case focuses on a particular substation “S” and its communication by means of T’s 3GPP network, to connect multiple services of different nature and traffic patterns, multiplexed over a single WAN connectivity.
[bookmark: _Toc355779206][bookmark: _Toc354586744][bookmark: _Toc354590103]5.5.3	Service Flows
S establishes sessions with the T’s network. S appears as a UE to the 3GPP system. Behind S is a local network (in the substation). S serves as a router to the traffic in that network. S is able to categorize the traffic into different classes, each requiring disintinct QoS treatment in the 3GPP system. S encrypts the traffic uplink, using an end to end encryption with the service termination in the DSO’s network. 
[image: ]
Figure 5.5.3-1: Multiple End-to-End QoS Flows from Substation to DSO Service Network
Downlink flows are also encrypted and characterized in such a way as that the 3GPP system handles the traffic with the appropriate QoS.
Instability of the connection with primary subscription could be an additional, more specific, KPI although this can be part of Availabiility KPI. This KPI will be measured by means of the number of Service Availability Failure Events (that is, the availability of the service could not be maintained beyond an acceptable threshold.)Another way of describing these failure events is as Fallback events carried out by the Dual SIM cellular device, where the UE employs the ‘secondary’ subscription (USIM) in order to achieve continual service when the primary service is not available. 
This ‘Service Availability Failure Event’ metric is measured over a period of time, e.g. over the preceding month and accumulated during the last year.
[bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104]5.5.4	Post-conditions
Traffic is delivered by the 5G system to support U from and to each S as required by the SLA. The traffic confidentiality is maintained. 
[bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106]5.5.5	Existing features partly or fully covering the use case functionality
22.261 6.7.2
The 5G system shall allow flexible mechanisms to establish and enforce priority policies among the different services (e.g. MPS, Emergency, medical, Public Safety) and users.
NOTE 1:	Priority between different services is subject to regional or national regulatory and operator policies.
The 5G system shall be able to provide the required QoS (e.g. reliability, end-to-end latency, and bandwidth) for a service and support prioritization of resources when necessary for that service.
The 5G system shall be able to support a harmonised QoS and policy framework applicable to multiple accesses.
The 5G system shall be able to support E2E (e.g. UE to UE) QoS for a service.
NOTE 2:	E2E QoS needs to consider QoS in the access networks, backhaul, core network, and network to network interconnect.
A 5G system with multiple access technologies shall be able to select the combination of access technologies to serve an UE on the basis of the targeted priority, pre-emption, QoS parameters and access technology availability. 
22.261 6.8
Based on operator policy, the 5G system shall support a real-time, dynamic, secure and efficient means for authorized entities (e.g. users, context aware network functionality) to modify the QoS and policy framework. Such modifications may have a variable duration.
22.261 6.10.2
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to define and update the set of services and capabilities supported in a network slice used for the third-party.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party application to request appropriate QoE from the network. 
22.261 8.2
The 5G system shall provide integrity protection and confidentiality for communications between authorized UEs using a 5G LAN-type service. 
The 5G system shall provide suitable means to allow use of a trusted third-party provided encryption between any UE served by a private slice and a core network entity in that private slice. 
The 5G system shall provide suitable means to allow use of a trusted and authorized third-party provided integrity protection mechanism for data exchanged between an authorized UE served by a non-public network and a core network entity in that non-public network.
5.5.6	Potential New Requirements needed to support the use case
Specific QoS for different services is included in this section as it clearly corresponds to needs by Smart Grid.
	Service
	Bandwidth (kbps)
	Latency
	Availability (%)
	Power supply backup [NOTE 1]

	Advanced metering infrastructure (AMI)
	10-100
	2-15 sec
	99-99.99%
	Not necessary

	Distribution Automation (DA)
	9.6-100
	100 ms – 2 sec
	99-99.999%
	24-72 hours

	Demand Response (DR)
	14-100
	500 ms – several minutes
	99-99.99%
	Not necessary

	Distributed Generation (DG)
	9.6-56
	20 ms – 5 min
	99-99.99%
	1 hour

	Power Line Differential Protection
	56-100
	5-10 ms (jitter 1 ms)
	99.999-99.9999%
	72 h

	NOTE 1: The Power supply backup KPI is provided for background information and a deployment issue.


  Table x.1.6: KPIs for Smart Energy Services
These values are given in [1] cited from [2] and [3].
Editor’s Note: 	It is for further study whether these KPIs constitute new requirements or can be supported by the existing 5G system.

Smart Grid services specified by IEC generally are defined only at layer 7. This means there are no defined KPIs for lower layer implementation. These values are determined through measurements and analysis. The research is already some years old. The bandwidth requirements are known to be increasing with time, as more services are added and services are deployed more extensively.
[PR5.5.6-001]	The 5G system should support a KPI associated with the “stability of the connection with a PLMN associated with a subscriber” as a more specific KPI (although this can be part of Availabiility KPI.) This KPI shall be measured by the number of Service Availability Failure Events (where availability cannot be maintained as required) during a time period, as specified in the service level agreement.
Editor’s Note: The QoS values in this section may overlap with or correspond to other use cases, which can be resolved in future versions of this TR.
Editor’s Note: Further potential new requirements to support the use case may be identified.
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