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Abstract:  this doc proposes updates to new requirements and KPI values in Section 7.1.6 for Federated Learning for image recognition use case of AMMT. 
Proposed updates:
· Add a figure and a note under the KPI table, a UE can download the required AI/ML model in the 5G high-data-rate area (e.g. mmWave hotspot), and use the model outside the high-data-rate area. In order to enable a UE to download AI/ML model in the high-data-rate areas (e.g. 5G mmWave hotspot), the UE needs to have the geometric information of the high-data-rate areas.
************************Change Starts************************
7.1.5
Existing features partly or fully covering the use case functionality
It should be noticed that the data rates required by this use case are user experienced data rates, not peak data rates (legacy 5G NR supports 20Gbps DL peak data rate and 10Gbps UL peak data rate). According to the self evaluation results of in [6], 5G NR can provide up to 144.34 DL user experienced data rate and 73.15Mbps UL user experienced data rate. The experienced data rate is defined as the achievable data rate in 95% network coverage. The data rate performance of legacy 5G NR system cannot meet the requirement of this use case.
7.1.6
Potential New Requirements needed to support the use case
As introduced in Section 7.1.1, In order to minimizing the training latency for a real-time Federated Learning for image recognition, the computation resource at device for the training task should be fully utilized, i.e. the training pipeline in Figure 7.1.1-1 is desired to be maintained.
If considering to train a 7-bit CNN model VGG16_BN using 224(224(3 images as training data, Table 7.1.6-1 shows the sum of gradient uploading latency, the federated aggregation latency and the global model downloading latency should be no larger than the GPU computation time at device for one iteration. For different batch sizes, the gradient uploading and the global model downloading for each iteration needs to be finished in 52~162ms, respectively.
Different from the “single-UE latency” considered by previous requirement study [15], what is more essential for synchronous Federated Learning is the latency within which all federated devices can finish the gradient uploading. In other words, all training devices need to finish the gradient uploading within the latency in Table 7.1.6-1, even if multiple training devices are present in a cell.
The size of the 8-bit VGG16_BN model is 132MByte for either the trained gradients or the global model. For full real-time Federated Learning, in order to finish the gradient uploading and the global model downloading within the duration in Table 7.1.6.1-1. When the data rate for real-time Federated Learning cannot be supported by 5G network, the non-real-time Federated Learning can be adopted by relaxing the latency requirement by 10 times, at cost of 10 times slower training covergence. The required UL and DL data rate for real-time and non-real-time Federated Learning are shown in Table 7.1.6.1-1. And it should be noted that 132MByte is the size without compression. The size may be reduced if advanced model/gradient compression techniques can be adopted.
In the legacy requirements to 5G system, e.g. [4], the full coverage is always desired for all UEs. However, the AI/ML model training task may to some extent relax the requirements on continuous network coverage. When a FL server selects the training devices for a Federated Learning task, it can try to pick the UEs in a satisfactory coverage, if they can collect the training data needed. This implies that even in a non-continuous coverage of 5G mmWave, the Federated Learning task can be well carried out. This provides to 5G operators a service better exploring the use of their FR2 spectrum resource.
7.1.6.1
Potential KPI Requirements

The potential KPI requirements needed to support the use case include:

[P.R.7.1-001] The 5G system shall support the functionality to enable Federated Learning for image recognition with DL data rate as given in Table 7.1.6.1-1.
[P.R.7.1-002] The 5G system shall support the functionality to enable Federated Learning for image recognition with UL data rate as given in from Table 7.1.6.1-1.
Table 7.1.6.1-1: Required latency and data rate for Federated Learning
	Mini-batch size

(images)
	GPU computation time (ms)
	Required latency for trained gradient uploading and global model distribution
	Required UL data rate for trained gradient uploading and DL data rate for global model distribution

	
	
	Real-time training (Note 1)
	Non-real-time training
	 Real-time training (Note 1)
	 Non-real-time training

	64
	325
	162ms
	1.62s
	6.5Gbps
	650Mbps

	32
	191
	95ms
	0.95s
	11.1Gbps
	1.11Gbps

	16
	131
	65ms
	0.65s
	16.2Gbps
	1.62Gbps

	8
	111
	55ms
	0.55s
	19.2Gbps
	1.92Gbps

	4
	105
	52ms
	0.52s
	20.3Gbps
	2.03Gbps


NOTE 1: Data rates required for real-time Federated Learning may not be feasible for 5G network, which can be checked and removed from the Consolidated potential requirements.
*************************Change Ends************************

