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Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
[bookmark: _Toc27761153][bookmark: _Toc57676010]
1	Scope
The present document is to address study use cases, potential new service requirements for 5G system to support smart grid including the following topics: 

· Smart Grid services, e.g. IEC standards, and their communications requirements including capacity, latency, availability, end-to-end QoS, resilience/redundancy and security.
· Deployment requirements when considering constraints e.g. service lifetime, coverage (ubiquity), electromagnetic applicability (e.g. penetration, ability to operate in high EM environments,) etc.
· Additional requirements due to operational manageability – e.g. the ability to configure and monitor the real (achieved & up to date) availability of virtual network topologies
· New Smart Grid use cases and potential service function requirements: e.g. on-demand power supply, distributed power supply system, distribution automation, higher accuracy power load measurement and control, meter automation, etc. 
· Communication KPI and service requirements for enabling micro-grids, DER and specifically distributed generation (DG) that require 5G wireless communication (e.g. wind and solar energy generation, including scenarios at or near residential / consumer premises, etc.)

[bookmark: _Toc27761154][bookmark: _Toc57676011]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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[bookmark: _Toc27761155][bookmark: _Toc57676013]3	Definitions and abbreviations

[bookmark: _Toc46160420][bookmark: _Toc27761158][bookmark: _Toc57676014]3.1	Definitions
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].


Smart Distribution Transformer Terminal: The smart terminal is usually deployed in the distribution transformer area. It can support multiple energy applications simultaneously. On the one hand, it connects with multiple energy application platforms through 5G communication system to exchange collected data and management data with multiple energy application platforms; on the other hand, it connects with diverse energy end equipment to collect related electricity data, some of which can be analysed and take action in the smart terminal.
Physical Isolation communication service: the physical isolation communication service for energy application means the communication network supporting the energy application utilizes dedicated network element and dedicated radio resource e.g. PRB pool, spectrum etc.
Logical Isolation communication service: the logical isolation for energy application means the communication network supporting the energy application may utilize shared network element or shared network resource e.g. VLAN etc. 

[bookmark: _Toc46160421][bookmark: _Toc57676015]3.2	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ACRONYM>	<Explanation>


[bookmark: _Toc57676016]4	Overview
Communication infrastructure is essential to the successes of smart energy, generally termed the ‘Smart Grid.’ A power grid consists of four building blocks: power generation, transmission, distribution, and consumption. These different phases require different services, and these services have distinct communication requirements. Examples of communication include data collection, control and ongoing regulation, though these are functions of diverse services – e.g. SCADA applications for the Energy Management System (EMS) or Distribution Management System (DMS). Smart grid communication infrastructure, overcomes different challenges in order to provide: 
· Distributed power generation, increasingly including ‘renewable’ or ‘clean’ energy sources 
· Safe & highly efficient power transforming & transmission
· Flexible & reliable power distribution 
· Efficient & available power consumption
· Cyber security & resilience/redundancy
Smart Grid services today rely upon a range of telecommunications services, delivered through a blend of private networks and commercially provided services. As the energy system goes through changes, becoming more pervasive (in territorial terms,) complex and sophisticated to meet the above goals, there is a distinct opportunity for 5G to meet more of the utility communication sector’s needs and thereby become increasingly relevant to this vertical, addressing existing shortcomings, as it builds out further capacity and enhances existing infrastructure. Many of these grid services are standardized by other standards bodies, e.g. IEC60870, IEC61850 and IEEE.
In summary, it is considered beneficial for 3GPP sepcifications in addressing 5G system support of different use cases and service requirements for smart grid.
[bookmark: _Toc27761159]

[bookmark: _Toc57676017]5	Use cases
[bookmark: _Toc27761204][bookmark: _Toc57676018]5.1	 Use case of Distributed Energy Storage
[bookmark: _Toc35209801][bookmark: _Toc57676019]5.1.1	Description
Distributed energy includes various forms such as solar energy, wind energy, fuel cell and gas combined. It is generally distributed in the user site, or near locations to realize energy generation, storage and supply. Distributed energy system has the characteristics of flexible location and decentralization, which adapts well to decentralized energy demand, and has reduced the huge investment required for upgrading the transmission and distribution power grid. It also works as a backup for the large power grid to improve reliability of whole energy supply. In storms, ice and snow weather, when the large power grid is severely damaged, distributed energy sources can form islands or micro-grids on their own to provide emergency energy to important users such as hospitals, transportation hubs, radio and television. 
But the distributed energy system has brought new technical problems and challenges to the power grid operation. When the distributed energy is connected to the large power grid, the energy flow on the distributed power grid becomes more complicated for that the user is becoming both the electricity user and the generator, and the current presents two-way flow and real-time dynamic changes. To improve the reliability, flexibility and efficiency of the distributed power grid, the communication system with a low latency, high reliability, massive connections and a high data rate is considered.

[image: ]
Figure 5.1.1-1 Example of Distributed Energy Storage grid architecture
Seeing Figure 5.1.1-1, it is one example of Distributed Energy storage grid architecture.The distributed power grid which is comprised of residential, commercial and light storage users, requires to exchange information among the Distributed Energy Storage Management Platform (DESMP) and the diverse Distributed Energy Devices (DED). The information exchanged in the distributed energy grid is not only to collect energy related data, but also to coordinate working flows of the distributed energy storage equipment, to change the equivalent load characteristics, and to realize flexible energy grid through load interaction etc. 
The DED is plug-and-play and periodically collects the operating information, such as battery energy, charge and discharge energy, alarm information, etc., and transfers them to DESMP. The DESMP regularly maintains connections with the DED and determines the online status and issue instructions to the DED to control the switch of the device and set the energy etc. Further, it obtains the electricity, energy, load and other information of the grid-connected users in the area from the DED to support the decision-making of flexible interaction between the distributed energy storage and the large power grid, or to analyze the user's electricity habits to guide the operation of distributed energy storage.

[bookmark: _Toc35209802][bookmark: _Toc57676020]5.1.2	Pre-conditions
Distributed energy system has the following functions: data acquisition and processing, active power adjustment, voltage and reactive power control, island detection, dispatch and coordination control, etc. It is mainly composed of DESMP, the DED and communication system. 
The DESMP is located in region center. And the diverse DED can be deployed in buildings, indoors, outdoors, tunnels, ports and electric vehicles which may be faced a poor communication signal condition or even out of network coverage.
The 5G system connects the DEDs with the DESMP.

[bookmark: _Toc35209803][bookmark: _Toc57676021]5.1.3	Service Flows
Every time after the DED and the DESMP establish a communication connection, the DED reports its configuration data to DESMP. For reliability, in general, the communications between DESMP and DED should be supported by multiple connections and backup each other.
The heartbeat data is always transmitted between the DESMP and DED to maintain a normal connection. 
In the process of general service flow, there are three kinds of data exchange:
a. Command delivering: DESMP sends control commands to the DED. It always requires <10ms latency with 99.9% reliability communication service for control frequency, power etc.
b. Data reporting: equipment normal operation information, mainly including: energy storage battery, energy storage converter, AC and DC charging and discharging equipment and other current operating data. It always requires <1s latency.
c. Other data: For example, the DED actively requests data, such as requesting the electricity price information from DESMP, and the AC/DC charging and discharging facility sends relevant information about the current charging and discharging under abnormal conditions.  
Based on the general service flow, in different scenarios, the data collection requirement is different. The following lists two typical scenarios in distributed energy storage service (NOTE: these data are from CEPRI).
Case1: data collection for energy storage in rural area
In the typical scenario of energy storage in rural area, it is always a large energy storage in one location. Considering the data collection, taking 100Ah lithium iron phosphate batteries as an example, the integration of a 2MWh energy storage container requires 6,250 batteries. So there are 6250 voltage and temperature collection points, and 780 current collection points, plus other 12-bit data e.g. alarms, internal auxiliary equipment such as air-conditioning, environmental monitoring and video. The collection data for the 2MWh energy storage container is about 20,000 16-bit data and among them, the current related collection points is about 800, which need implement collection every millisecond and report every 10ms, other 13000 points need implement collection and report every second. 
Thus, there are at least two traffic models (except video) in the typical 100MWh energy storage station which is constructed by 50 2MWh energy storage containers. One is for current flow with (800*50=40000) collection 16-bit data per millisecond, and every 10ms, the UL reported data volume is (40000*2*10=800k byte/10ms) which data rate is 640Mbps. The others is (13000*50=650000) collection 16-bit data per second, and every second, the UL reported data volume is (650000*2=1300k byte/s) which data rate is 10.4Mbps. 
Besides above, the surveillance video is the third kind of collected data. In every storage container, the typical video data is 12.5M bytes for every second. And in one energy storage station, there need 50 storage containers. Thus, the UL data rate per storage station is up to 12.5M(bytes)/s * 50(containers) * 8 = 5Gbps.
Case2: data collection for distributed energy storage in urban area
Virtual energy storage (VES) is a new type of energy storage system formed by the aggregation of user side power loads (such as air conditioning, refrigeration, heating, electric vehicles, etc.) with certain adjustment capabilities. [2]
In urban area scenario, electric vehicle is one type of VES element. It is a trend that the DED will be installed in the electric vehicle not only in the charging pole.
For electric vehicle, it is generally installed with about 7000 batteries which requires 7000 voltages, about 1000 current & temperature collection points at least. Further considering other collected data such as electronic control, charging and vehicle-grid interaction, for one electric vehicle, there is total about 10,000 16-bit data and among them, the current related collection data is more than 1000 16-bit data which need to be collected every millisecond and reported every 10ms, the others is more than 8000 16-bit data which need to be collected and reported every second.   
So, there are also at least two traffic models in this case, one is the current model, every 10ms, the UL reported data volume is (1000*2*10=20kbytes) which data rate is 16Mbps. The other is reported every second and the data volume is (8000*2=16kbytes/s) which data rate is 128kbps.

[bookmark: _Toc35209804][bookmark: _Toc57676022]5.1.4	Post-conditions
In urban public building, community, industrial park, rural village, this kind of distributed energy storage system with the help of 5G system works well and can supply reliable power for users. 

[bookmark: _Toc35209805][bookmark: _Toc57676023]5.1.5	Existing features partly or fully covering the use case functionality
The 5G system shall be able to provide required communication service for distributed power storage where it is indoor, outdoor, underground etc.
Editor’s Note: The requirement which related with different security/isolation level of the communication services required by distributed energy storage is FFS.

[bookmark: _Toc35209806][bookmark: _Toc57676024]5.1.6	Potential requirements
[PR. 001] The 5G system shall be able to provide required communication service for distributed energy storage according to the KPIs given in table 5.1.6-1 and table 5.1.6-2 .

Table 5.1.6-1 periodic deterministic communication service performance requirements --- data for distributed energy storage
	scenario
	 use case
	transfer interval target value
(ms)
	message size
(byte)
	data rate per storage location
(bps) (note1)
	communication latency (ms)
	reliability
	storage node density # /km2 (note2)
	active factor/ km2
(note3)

	Dense Urban
	Virtual energy  storage monitoring

	UL: 10
	UL:>20k

	UL: >16M
DL: >100k
	DL:10
UL:10
	DL: >99.90%
	>[x]*1k
	10%

	
	Virtual energy  storage : other data collection 
	UL: 1000
	UL: 16k
DL: >100k
	UL: >128k
DL: >100k
	DL:<10
UL:<1000
	
DL: >99.90%
	>[x]*1k
	10%

	Rural
	Power storage station monitoring 
	UL: 10
	UL: 16k*50

	UL: > 640M
DL: > 100k
	DL:<10
UL:<10
	DL: >99.90%
	>[x]*100

	10%

	
	Energy storage station operation data collection: other data
	UL: 1000
	UL: 26k*50
DL: >100k
	UL: > 10.4M
DL: > 100k
	DL:<10
UL:<1000
	DL: >99.90%
	>[x]*100

	10%

	NOTE 1: this KPI is to require data rate in one Energy storage station which may via one or more 5G connections and via one or more 3GPP UE(s) at the same time.
NOTE 2: It is used to deduce data volume in an area which has multiple energy storage stations. The data volume can be deduced through follow formula:
(Current + other data) data rate per storage station * (Storage node density /km2) * (Active factor/km2) + video data rate per storage station *  (Storage node density /km2)
NOTE 3: active factor means the proportion that the number of active DED which are delivering its collected data during one second time window compared with whole number of DED in the area which has multiple energy storage station
Editor’s Note:  the "x" in the table with real value will FFS.



Table 5.1.6-2   Aperiodic deterministic communication service performance requirements -- - video for distributed energy storage
	scenario
	 use case
	data rate per storage station
(bps) (note1)
	communication latency (ms)
	reliability
	storage node density # / km2 

	   Rural
	Energy storage station: video
	UL: >5G
DL: >100k
	DL:<10
UL:<1000
	DL: >99.90%
	>[x]*100 

	NOTE1: the data rate is to require data rate in one Energy storage station which may via one or more 5G connections and one or more 3GPP UE(s) at the same time. It can be calculated with following formula:
12.5M(bytes)/s * 50(containers) * 8 = 5Gbps
Editor Note:  the "x" in the table with real value will FFS.



[bookmark: _Toc57676025]5.2	 Use case of advanced metering
[bookmark: _Toc57676026]5.2.1	Description
Instead of recording and sending the metering data from a traditional wired electricity meter unit, electricity metering collecting can be executed by an UE integrated smart meter unit Smart meter units can send real-time metering data to the server in the Power Enterprise through mobile networks. In this way, the Power Enterprise based on the analysis of the user's power consumption behavior give users more scientific and reasonable power consumption suggestions, to develop users' power consumption and energy-saving habits. This is also a possible usage of AMI.
Advanced Metering utilizes AMI (Advanced Meter Infrastructure) system to collect, count, analyze, distribute and manage abnormal electrical energy data in the generation, transmission, distribution and using stages. It can collect real-time data of user power, monitor line loss, and power outage, real-time identify the change of household, calculate of three-phase imbalance, and monitor station voltage.
NOTE: The information obtained from smart appliances are never considered accurate nor guaranteed by certification authorities. This information is useful to customers to understand and influence their consumption patterns.
The AMI is usually comprised of smart meter, concentrator, two-way communication network, measurement data management system (MDMS), and an optional user indoor network (HAN).See Figure 5.2.1-1.


[image: ]

Figure 5.2.1-1 AMI example architecture
In general, the electric smart meter co-works with MDMS to deliver and perform control command for measuring instruments. The electric smart meters monitor relevant user energy status and deliver these data through concentrator to MDMS. The MDMS sends control commands according to its policy and status data collected. The remote commands from the MDMS include: tripping, closing permission, alarm, alarm release, power protection, power protection release.

Accurate Fee control is one of the basic service of advanced metering, when the user owes the fee or there is an emergency, it should be able to cut off or restore power supply in time, as the operation involves the safety& QoE of power users, a real-time response is required.

For the advanced metering application, the application layer through the communication protocol to encrypt and protect these key data, in order to protect all data, at least logical isolation is required, physical isolation is better. 

NOTE: Billing may or may not be correlated with use of MDMS service, as in many geographies the DSO is a distinct business entity from the Retailer, who has the direct business relationship with the customer. In such a case, the smart meter information will not be correlated with any billing information and cannot therefore provide feedback to customers concerning the billing impact of their energy usage.
Due to massive electricity meter boxes and household appliances keep online at the same time, the amount of connections the mobile network maintains simultaneously is so enormous that challenging to the mobile network capacity. It is estimated that the increased connections will up to 50-100 times.


[bookmark: _Toc57676027]5.2.2	Pre-Conditions
SS is a power company and it constructs AMI system to deploy advanced meter service for its users. Operator TT has a contract with the power company SS to supply communication service for the AMI system.
Tom is one of the user of SS. In his house, all the electric equipment’s energy data can be collected by smart meter and then reported to the MDMS of SS.  

The smart meter is located in Tom’s house or nearby and the MDMS is located in the remote city center. The distance between the smart meter and the energy management center can be as far as a middle size city range (e.g. Tens of km).

Peter is another user of SS.  He has a contract with SS about smart energy usage in his house. SS provides electrical sockets with metering function for typical electrical appliances in his house and all the electrical energy generated by typical electrical appliances that from the electrical socket is measured in real time.


[bookmark: _Toc57676028]5.2.3	Service Flows
       Scenario1:
1. The smart meter in Tom’s house report related energy usage data to SS.
2. The MDMS of SS sends commands to smart meter in Tom’s home to adjust smart meter report frequency and content considering its whole energy working status.
3. The smart meter in Tom’s home changes the report scheme accordingly.
4. When the MDMS detects that the user's remaining electricity will be run out, it will send an alarm command to remind the user to recharge as soon as possible; 
5. When the user's remaining electricity is exhausted, the MDMS will issue a trip command and the smart meter need implement the trip action accordingly which requires the latency less than 200ms (command delivery + command action);
6.When there are special circumstances that cannot be cut off, the MDMS can issue a power protection command in advance to ensure that the smart meter will not trip for related circumstances.


Scenario2:
1. After the smart meter in Tom’s house reports the status data to the MDMS, it detects that something is wrong with Tom’s home electricity supply system.  
2. The MDMS asks the smart meter to report more information for troubleshooting.
3. The smart meter co-works with MDMS to resolve the problem.
  Scenario3:
The smart energy meter works as a home gateway, and every electric equipment with metering functions is connected and interacted with the smart energy meter through HPLC (high-speed power line carrier) or 5G. The figure 5.2.3-1 illustrates the typical scenario. 
The electricity consumption information of various smart household appliances is delivered to the smart energy meter. Then the smart energy meter uploads them to backend platform through 5G system. These information are user private data and require physical isolation delivery with other application data.




Figure 5.2.3-1 smart meter works as home gateway
1. The socket measures energy data in real time and deliver it to the smart energy meter. The communication link between them can be HPLC (High-speed power line carrier) or 5G.
2. The smart energy meter acting as a data gateway can receive all the energy data in Peter’s house and send them to the backend platform of SS.
3. According to the actual load of the energy grid, SS has the possibility to adjust user’s energy usage in real time. For example, when the energy is overload, the backend platform sends control command to adjust the temperature of the air conditioner in Perter’s house; when the energy load is reduced, it can encourage users to use more energy such as electric vehicle charging.

[bookmark: _Toc57676029]5.2.4	Post-Conditions
The energy related information from electric equipment can be reported to the MDMS on demand with required content and required communication performance.
The electric accurate fee control function can be implemented.
Co-working with smart meter, the MDMS can remotely troubleshoot energy problem for its user.
 The power grid company regularly provides users with detailed energy consumption analysis reports based on the collected data, and guides users to use electricity scientifically and rationally.
[bookmark: _Toc57676030]5.2.5	Existing features partly or fully covering the use case functionality
The 5G system shall be able to support resilience to dynamic adjust connection service performance considering advanced metering demand.
The 5G system shall be able to provide connection service wherever indoor, outdoor, low and medium altitude for advanced metering applications. 
[bookmark: _Toc57676031]5.2.6	Potential New Requirements needed to support the use case
[PR 5.2.6 - 1]The 5G system shall be able to support communication service with at least logical isolation for advanced meter applications.
[PR 5.2.6 - 2]The 5G system shall be able to support the 5G module work as a home data gateway to collect energy data from energy equipment and deliver them to backend energy applications.
[PR 5.2.6 - 3]The 5G system shall be able to provide required communication service to advanced metering according to KPI given in table 5.2.6-1 (note1)
Table 5.2.6-1Communication KPI for advanced metering
	User experienced Data rate
(bps)
	Latency
(ms)
	Reliability
%
	Connection density
	coverage

	UL:<2M
DL:<1M
	Accuracy fee control: < 100 (note2); 
General information data collection: <3000
	>99.99
	<[x]*10000/km2
	<40km
(city range)


	NOTE1: refer [3].
NOTE2: the accuracy fee control latency here is for communication latency. The command implementation need 100ms.
Editor’s Note:  the "x" in the table with real value will FFS.



[bookmark: _Toc57676032]5.3	 Use case of Distributed Feeder Automation
[bookmark: _Toc57676033]5.3.1	Description
With the increased requirements for more reliable, uninterrupted and continuous power supply, shorten the accident isolation time to milliseconds is required to support regional non-stop power services which make severe challenges for the master station in centralized distribution automation. 

Therefore, intelligent distributed feeder automation has become one of the trends in the development of the power distribution grid. Its characteristic lies in the distributed sinking of the processing logic of the original master station to the intelligent power distribution terminal. Through the 5G communication among the intelligent power distribution terminals and distributed mater station, intelligent judgment, analysis, fault location, fault isolation and non-fault area power supply restoration operations can be realized. 

In this way, the fault handling process can be fully automated, the fault scope can be restricted and fault handling time of the distribution network can be decreased from seconds to milliseconds.

As illustrated in the Figure 5.3.1-1, the distributed feeder automation system is mainly composed of distributed master station, distribution monitoring terminal and the communication system. The distribution master station is mainly used for information gathering and human-computer interaction, and the distributed terminal is used for feeder status information collection, judgment, fault location, isolation and power supply restorationThe implementation result will be reported to the distribution master station.The communication system is to provide the communication link among the distribution terminals. 
The distribution master station is usually connected with the 5G system via wired or LAN which is out of 3GPP scope. Distribution master station manages multiple distributed terminals.
Each distributed terminal here is served by 5G UE to exchange itsr the collected data with other distributed terminals. And from application aspect, the communication between distributed terminals is peer-to-peer.The connection between the distributed terminal and the 5G UE is out of 3GPP scope.
The 5G communication here are required very higher reliability. Therefore at least two communication links are usually deployed for hot standby or transmitting data synchronously between two distributed monitoring terminals. And it is same between one distributed terminal and the distributed master station.

[image: ]
Figure 5.3.1-1 Example of distributed feeder automation architecture
GOOSE protocol is a burst based transmission application protocol used in smart grid. During the feeder system normal working phase, the heartbeat packet is periodic transmitted with 1s. When a fault occurs, it performs incremental periodic transmission from 2ms, 8ms, 16ms to 32ms. After there is no sudden change in collected data, the heartbeat packet transmission of 1s is restored. 

[bookmark: _Toc57676034]5.3.2	Pre-Conditions
Chinese Distributed Grid can be divided into urban and agricultural parts. In urban area, the power load is relatively concentrated, and the distributed grid working environment is better. But in the agricultural area, the power service range is very large, while the distributed grid has to face so many issues e.g. a large number of harmonic sources, three-phase unbalance, voltage flicker pollution. 
Two 5G communication links are deployed for hot standby or transmitting data synchronously between UEs in distributed terminals and the network. 
[bookmark: _Toc57676035]5.3.3	Service Flows
1.Data collection: The distributed terminal collects and reports related status information to the distribution master station or other distributed terminals in real time.
2.Fault detection and localization: The distributed terminal collects fault signal from itself and neighboring terminals. Then it executes data processing and fault location logic, and judges the fault whether an instantaneous or permanent fault. 
2a. When the distribution fault is an instantaneous fault, the feeder automation process will not be triggered. 
2b. When the fault is a permanent fault, the distributed terminal will locate the feeder fault based on the signals of each power distribution terminal. The upstream power distribution terminal of the node will continue to send status information, while the downstream power distribution terminal will not report the fault signal. Therefore, in the corresponding fault node, only one switch should send out the fault signal. According to this feature, when a feeder fault occurs, every distributed terminal could judge its position relative to the fault location..
3.Fault isolation: When the fault node is determined, according to the preconfigured action order, all switches around the faulty node will be open to realize effective identification and isolation of the faulty area. 
4.Fault restoration: For the restoration of power supply in non-fault area, it is necessary to clarify the number and wiring of the switche it tied tos, e.g. when a fault occurs in the cabinet of the one-in-two-out ring main unit, if two outgoing lines have isolated power-loss area. The related distributed terminals will reconstruct the power distribution structure, and close the tie switch, to restore the power supply in the power-loss area. 
5.Restoration confirmation: After the power supply is restored in the power-loss area, the system needs the distribution terminals report status information to determine whether the restoration is well done.
[bookmark: _Toc57676036]5.3.4	Post-Conditions
It can identify and shorten the power feed accident isolation time to milliseconds and support regional non-stop power services.
[bookmark: _Toc57676037]5.3.5	Existing features partly or fully covering the use case functionality
The 5G system shall be able to provide connection service wherever the power terminal is indoor, outdoor, low and medium altitude, or underground.
Editor note: It is FFS whether and how to address providing connection service to underground access for distributed automation grid applications.
The 5G system shall be able to provide suitable APIs to enable application layer to monitor communication link status. 

[bookmark: _Toc57676038]5.3.6	Potential New Requirements needed to support the use case
[PR 5.3.6 - 01]The 5G system shall be able to provide at least two back up communication links between every UE in a distributed terminal and the network.
[PR 5.3.6 - 2]The 5G system shall be able to provide  required communication service according to KPI given in table 5.3.6-1 (NOTE 1)
Table 5.3.6-1 KPI for Distributed Feeder Automation
	User experienced Data rate
(bps)
	Latency
(ms)
	Latency jitter
(us) (note2)

	Synchronicity budget requirement (us)
	Reliability
%
	Connection density
	coverage

	2-10M
	<10

	<50 

	<10

	99.999
	[x]*10/km2

	<40km
(city range)

	NOTE 1: refer [3] 
NOTE 2: refer [3], the data transmission time from one distributed terminal to the peer distributed terminal should be less than 20ms. So, the one way latency is less than 10ms.
NOTE 3: the latency jitter is required for the switch off between the active and standby communication links while the communication links distance <40km.
Editor’s Note: the "x" in the table with real value will FFS.



[bookmark: _Toc57676039]5.4	Use case of line current differential protection in power distribution grid
[bookmark: _Toc354590101][bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc57676040]5.4.1	Description
Line current differential protection (defined as 87L in IEEE C37.2-2008 [5]) has been widely used in electrical transmission systems to protect High-Voltage (HV) transmission lines. As a proven protection mechanism, it is also deployed for power distribution networks to protect (Medium-Voltage) MV distribution lines where applicable. The popularity of line current differential protection comes from the fast protection mechanism, reliability and the absolute selectivity of protected zones. Therefore, for Low-Voltage (LV) and MV power lines (both underground and overhead), current differential protection could be deployed easily with cellular technology without having to lay dedicated communication cables, either in refurbishment or new distribution substation construction projects.
The mechanism of line current differential protection follows the Kirchhoff’s current law, which is that the sum of currents at a junction of a circuit equals to zero. As illustrated in Figure 5.4.1-1, two protection relays deployed at two substations form the protection zone, within which the power line is protected from incidents such as short circuit. Each protection relay continuously measures its local current and transmits it towards the other. Each protection relay compares the locally measured current and the current received from the remote relay to calculate the differential current at a specific instant of time. Figure 5.4.1-1. shows two communication channels (illustrated as dashed arrow boxes) between the two protection relays. Here in this contribution the “communication channel” refers to the channel used for transferring the phase segregated current value data between the two protection relays. The current phasors from the two protection relays, deployed geographically apart from each other, should be aligned in time for the current differential algorithm to execute correctly. For Relay_a, at a given moment the local current is I_a’_Tx, and the time-aligned remote current from Relay_b is I_b’_Rx. Using them as input, the protection algorithm in Relay_a derives the differential current. The same mechanism functions in Relay_b. Whenever the differential current exceeds the threshold values as determined by the relay restraint characteristics, the relay will send a trip command to the circuit breaker (XCBR) to open the circuit, thus protecting the power line from being burnt down and any secondary damages a fireball blaze on the power line can cause.
[image: ]
Figure 5.4.1-1: Line Current Differential Protection by two protection relays (Relay_a and Relay_b), deployed in two substations  
The protection function of the protection relay depends on three things: 1. sampling, buffering and transferring local current; 2. receiving the sampled current values from the remote protection relay; 3. Time synchronization of the two protection relays - performing time-alignment of the locally buffered current samples with received remote samples. 
In terms of sampling, a protection relay needs to sample the local current periodically, and transfers sampled data within a pre-defined time period T. In other words, the communication latency should not exceed T. Max of T is specified in IEC 61850-90-1 [6] to be between 5ms and 10ms, which infers the latency requirement for this use case. Secondly, once the buffered samples pertinent to the same instant in time are available, the relay must align them in time. As a relay needs to perform correct alignment of local and received data before calculating the differential current, the relay needs to know well enough when the remote relay transmits a specific data packet. Current clock synchronization is realized by relays attaching timestamps to measurement samples before transmission. A modern relay with an Ethernet interface normally needs to resort to IEEE 1588 Precision Time Protocol [7] for synchronization, since the relay assumes the Ethernet network to be non-deterministic.
Regarding time alignment of local and received remote data, two methods exist, namely the method to use external time source such as GNSS, or “channel-based” alignment method. Due to various reasons in some smaller substations a GNSS receiver is not available. Even for a substation installed with a GNSS receiver, relays shall fall back to channel-based alignment for time synchronization, should GNSS become unavailable. For this reason, support of the “channel-based alignment” is the focus of the proposed use case.
Different from GNSS-based alignment that is not adversely affected by communication channel asymmetry, the channel-based alignment is critically dependent on channel symmetry – near equal latency in transmission and reception directions between two protection relays respectively. Currently in the smart grid automation market, the max communication channel asymmetry is dependent on the chosen type of differential protection relay and is vendor-specific. For instance, an old-fashioned TDM-based differential protection relay is more sensitive to asymmetry than a modern type differential protection relay with an Ethernet interface. The latter can deal with asymmetry till 3ms, above which the relay will enter blocking mode. According to the IEEE C37.243 Guide [8], the asymmetry in terms of communication channel latency is around 2ms. From here on, focus is on how to satisfy channel-based alignment requirements using services from 5G system.
Option 1:
Per existing protection relay algorithm implementation, channel-based alignment presumes the delay in each communication direction to be (nearly) half of the RTT. If 5G system provides this condition, existing relay algorithm can be reused. According to IEEE C37.243 Guide, 2ms can be required as the max communication channel latency asymmetry between the two protection relays. Below are some additional details how protection relays performs channel-based alignment:
Relay_a attaches a timestamp to the transmitted measurement data, Relay_b receives the timestamp from Relay_a and re-attaches the same timestamp to the next out-going data packet towards Relay_a. By receiving the original timestamp in return packet, Relay_a determines the RRT by subtracting the present local time with the returned timestamp. Halving the RTT, Relay_a obtains the amount of time shift/alignment it shall apply to the current samples received from Relay_b. Therefore, it is required that the communication channel from Relay_a to Relay_b incurs near-equal latency as the channel from Relay_b to Relay_a. Following this approach, excessive communication channel asymmetry between Relay_a and Relay_b will lead to misalignment of currents (such as the I_b’_Tx and I_a’_Rx at Relay_b in Figure 5.4.1-1), manifesting in phase shift. This will result in increase or decrease of the apparent differential current, causing blocking of the protection or in the worst case a false trip and further negatively impact smart grid availability and reliability.     
Option 2:
Alternatively, instead of requiring the communication channels (from Relay_a to Relay_b, and from Relay_b to Relay_a) to be highly symmetrical regarding latency, a different approach could be proposed as a new 5G service to improve protection relay design by the smart grid OEMs. To achieve the same goal as for Relay_a to know how much it needs to time shift the received current samples from Relay_b to align with its local current, it is sufficient if the 5G system could provide such a protection relay with the latency of the relevant communication channel (latency from Relay_b to Relay_a for Relay_a, and latency from Relay_a to Relay_b for Relay_b) with good confidence/precision. This provided latency value could either be estimated or assigned by the 5G system. In this way, the channel latency information is directly provided to relays by the 5G system, a protection relay does not need to carry out its own estimation. This could open new possibilities for the protection relay manufacturers to design new and possibly simpler time-alignment algorithms.
Option 3:
Using the existing IEEE 1588 time master of the NG-RAN. In this case, the complexity could be the use of the IEEE 1588 power/utility profile (a.k.a. IEC 61850-9-3 [9]) instead of using the telecom profile.

[bookmark: _Toc354586743][bookmark: _Toc354590102][bookmark: _Toc355779205][bookmark: _Toc57676041]5.4.2	Pre-conditions
Typically in a distribution grid, a MV power line transmits electricity between two substations. Two protection relays are installed at both ends of the power line. Relay_a continuously samples and measures the local current I_a’ and sends it to Relay_b, so does Relay_b. 
[bookmark: _Toc354586744][bookmark: _Toc355779206][bookmark: _Toc354590103][bookmark: _Toc57676042]5.4.3	Service Flows
1. 	Relay_a samples local current values I_a’, stores them locally and sends them to Relay_b periodically. Timestamp is attached to the sampled values to help Relay_b match the data correctly. 
2. 	Relay_b samples local current values I_b’, stores them locally and sends them to Relay_a periodically. Timestamp is attached to the sampled values to help Relay_a match the data correctly.
3. 	Relay_a receives samples from Relay_b within the latency required by IEC 61850-90-1. Depending on the applied voltage levels, the max allowed latency is between 5ms and 10ms. Relay_a stores the received samples in a local buffer.
Relay_b receives samples from Relay_a within the latency required by IEC 61850-90-1. Depending on the applied voltage levels, the max allowed latency is between 5ms and 10ms. Relay_b stores the received samples in a local buffer.
4.	 Inside both Relay_a and Relay_b, a microprocessor decides that all the relevant data for a same instant in time are collected. The Relay then aligns these data and uses the algorithm to calculate the differential current for this time instant. 
5. 	Differential current calculated at both Relay_a and Relay_b stays in the restraining region (below threshold). None of the relays trips. The system continues to function in normal condition.
6. 	(Example incident) Suddenly, a strong wind blows down a tree branch, which during the fall with its additional weight brings down the overhead distribution line close to the ground. The voltage of the power line causes an electric discharge with objects on the ground, causing spark leakage. This discharge causes current from both substations to flow with increased magnitude into the power line.
7. 	Since both the relays are still measuring the current and sends the sampled values to each other. Relay_a detects from a very instant in time, the differential current exceeds the threshold. Relay_a triggers a trip signal to the connected circuit breaker.
8. 	Circuit breaker opens, stops current from flowing into the power line to cause more serious damage.
[bookmark: _Toc354586745][bookmark: _Toc354590104][bookmark: _Toc355779207][bookmark: _Toc57676043]5.4.4	Post-conditions
 The abnormal condition of the power line in the protected zone is duly isolated from the electrical grid. 
[bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106][bookmark: _Toc57676044]5.4.5	Existing features partly or fully covering the use case functionality
The communication mechanism is partly covered by existing 5G functionalities. Support of IEEE 1588 PTP is an existing feature. Additional traffic from running IEEE 1588 PTP is around 0.004 Mbps. In TR22.804 [10] there is attempt to touch upon the similar case, where the clock synchronization accuracy ≤ 10 μ𝑠, and latency requirement is 15ms. 
[bookmark: _Toc57676045]5.4.6	Potential New Requirements needed to support the use case
[PR. 001] The 5G system shall support an end-to-end latency of less than 5ms or 10ms, depending on the applied voltage level. Here the end-to-end latency is between two UEs including two wireless links.
[PR. 002.option1] The 5G system shall support communication channel symmetry in terms of latency (latency from UE1 to UE2, and latency from UE2 to UE1) between the two relays, with the max asymmetry < 2ms.   
[PR. 002.option2] The 5G system shall provide a UE with communication channel latency from the remote UE, with an accuracy of the provided latency < 1ms.
[PR. 002.option3] The 5G system shall provide the protection relay with timing information with the comparable precision as GNSS-based precision. The IEEE 1588 time master in NG-RAN should provide protection relays with IEC 61850-9-3 based power/utility profile
[bookmark: _Toc57676046]5.5	Smart Energy Differentiated QoS For Transported Encrypted Data
[bookmark: _Toc57676047]5.5.1	Description
This use case describes a common need of Utilities with diverse substations that require communication. Diverse services’ communication traffic need to be aggregated over a communication service in an ecrypted form. This would prevent the 3GPP system from inspecting the traffic to identify and classify it (either in the downlink or uplink.)
[bookmark: _Toc57676048]5.5.2	Pre-conditions
A Distribution System Operator (DSO) “U” receives telecommunication services from a MNO “T.” U has deployed 100s to 10,000s of substations that generate service traffic of diverse criticality, QoS requirements, etc. U has arranged, via service level agreements (SLAs) specific QoS treatment for these different classes of service traffic with T. The use case focuses on a particular substation “S” and its communication by means of T’s 3GPP network, to connect multiple services of different nature and traffic patterns, multiplexed over a single WAN connectivity.
[bookmark: _Toc57676049]5.5.3	Service Flows
S establishes sessions with the T’s network. S appears as a UE to the 3GPP system. Behind S is a local network (in the substation). S serves as a router to the traffic in that network. S is able to categorize the traffic into different classes, each requiring disintinct QoS treatment in the 3GPP system. S encrypts the traffic uplink, using an end to end encryption with the service termination in the DSO’s network. 
[image: ]
Figure 5.5.3-1: Multiple End-to-End QoS Flows from Substation to DSO Service Network
Downlink flows are also encrypted and characterized in such a way as that the 3GPP system handles the traffic with the appropriate QoS.
Instability of the connection with primary subscription could be an additional, more specific, KPI although this can be part of Availabiility KPI. This KPI will be measured by means of the number of Service Availability Failure Events (that is, the availability of the service could not be maintained beyond an acceptable threshold.)Another way of describing these failure events is as Fallback events carried out by the Dual SIM cellular device, where the UE employs the ‘secondary’ subscription (USIM) in order to achieve continual service when the primary service is not available. 
This ‘Service Availability Failure Event’ metric is measured over a period of time, e.g. over the preceding month and accumulated during the last year.

[bookmark: _Toc57676050]5.5.4	Post-conditions
Traffic is delivered by the 5G system to support U from and to each S as required by the SLA. The traffic confidentiality is maintained. 
[bookmark: _Toc57676051]5.5.5	Existing features partly or fully covering the use case functionality
22.261 6.7.2
The 5G system shall allow flexible mechanisms to establish and enforce priority policies among the different services (e.g. MPS, Emergency, medical, Public Safety) and users.
NOTE 1:	Priority between different services is subject to regional or national regulatory and operator policies.
The 5G system shall be able to provide the required QoS (e.g. reliability, end-to-end latency, and bandwidth) for a service and support prioritization of resources when necessary for that service.
The 5G system shall be able to support a harmonised QoS and policy framework applicable to multiple accesses.
The 5G system shall be able to support E2E (e.g. UE to UE) QoS for a service.
NOTE 2:	E2E QoS needs to consider QoS in the access networks, backhaul, core network, and network to network interconnect.
A 5G system with multiple access technologies shall be able to select the combination of access technologies to serve an UE on the basis of the targeted priority, pre-emption, QoS parameters and access technology availability. 
22.261 6.8
Based on operator policy, the 5G system shall support a real-time, dynamic, secure and efficient means for authorized entities (e.g. users, context aware network functionality) to modify the QoS and policy framework. Such modifications may have a variable duration.
22.261 6.10.2
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to define and update the set of services and capabilities supported in a network slice used for the third-party.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party application to request appropriate QoE from the network. 
22.261 8.2
The 5G system shall provide integrity protection and confidentiality for communications between authorized UEs using a 5G LAN-type service. 
The 5G system shall provide suitable means to allow use of a trusted third-party provided encryption between any UE served by a private slice and a core network entity in that private slice. 
The 5G system shall provide suitable means to allow use of a trusted and authorized third-party provided integrity protection mechanism for data exchanged between an authorized UE served by a non-public network and a core network entity in that non-public network.
Smart Grid services specified by IEC generally are defined only at layer 7. This means there are no defined KPIs for lower layer implementation. These values are determined through measurements and analysis. The research is already some years old. The bandwidth requirements are known to be increasing with time, as more services are added and services are deployed more extensively.
Editor’s Note: The QoS values in this section may overlap with or correspond to other use cases, which can be resolved in future versions of this TR.
[bookmark: _Toc57676052]5.5.6	Potential New Requirements needed to support the use case
Specific QoS for different services is included in this section as it clearly corresponds to needs by Smart Grid.
	Service
	Bandwidth (kbps)
	Latency
	Availability (%)
	Power supply backup [NOTE 1]

	Advanced metering infrastructure (AMI)
	10-100
	2-15 sec
	99-99.99%
	Not necessary

	Distribution Automation (DA)
	9.6-100
	100 ms – 2 sec
	99-99.999%
	24-72 hours

	Demand Response (DR)
	14-100
	500 ms – several minutes
	99-99.99%
	Not necessary

	Distributed Generation (DG)
	9.6-56
	20 ms – 5 min
	99-99.99%
	1 hour

	Power Line Differential Protection
	56-100
	5-10 ms (jitter 1 ms)
	99.999-99.9999%
	72 h

	NOTE 1: The Power supply backup KPI is provided for background information and a deployment issue.


  Table 5.5.6: KPIs for Smart Energy Services
These values are given in [1] cited from [2] and [3].
Editor’s Note: 	It is for further study whether these KPIs constitute new requirements or can be supported by the existing 5G system.
Smart Grid services specified by IEC generally are defined only at layer 7. This means there are no defined KPIs for lower layer implementation. These values are determined through measurements and analysis. The research is already some years old. The bandwidth requirements are known to be increasing with time, as more services are added and services are deployed more extensively.
[PR5.5.6-001]	The 5G system should support a KPI associated with the “stability of the connection with a PLMN associated with a subscriber” as a more specific KPI (although this can be part of Availabiility KPI.) This KPI shall be measured by the number of Service Availability Failure Events (where availability cannot be maintained as required) during a time period, as specified in the service level agreement.
Editor’s Note: The QoS values in this section may overlap with or correspond to other use cases, which can be resolved in future versions of this TR.

Editor’s Note: Further potential new requirements to support the use case may be identified.

[bookmark: _Toc57676053]5.6	Service Lifetime for Utilility Communication Services Deployments
[bookmark: _Toc57676054]5.6.1	Description
Energy infrastructure deployment occurs within a context where there is an expectation regarding service lifetime. The process of creating civic infrastructure requires significant oversight and consideration, and aims at long term solutions. This is true for all components of the energy system – generation, transport, distribution and customer premises components. The energy system is vast, so serviceability has to be considered so that the overall components require as little manual repair and maintenance as possible. Electrical infrastructure as a whole is meant to serve for multiple decades. Like physical civic infrastructure, utilities are mandated to target long term stable communication infrastructure that serve the public interest over an extended period of time. The service lifetime of diverse components are so long that newly deployed equipment must always consider interworking with legacy deployments. 
Communication components of the energy system are no exception. Some communication services were deployed decades ago and continue operation (e.g. legacy teleprotection using copper wires as telecommunication.) In general, energy system communication services are defined at the application layer (e.g. by IEC). The role of the communication service is to carry these protocols with sufficient performance (throughput, reliability, maximum latency, hurrwem etc.) While it is possible to change communication infrastructure while maintaining the same services, this is done gradually. The communication infrastructure components are deployed with the intention that they will serve for an extended period of time – often decades, the same time scales as the energy system components expected lifetime. If more communication capacity is needed, this is added incrementally for new services, with attention paid to reduce change for existing components operation as much as possible.
The telecommunications system standardized by 3GPP supports backwards compatibility. There is a very strong commitment to support of legacy terminals. Cell phones from the mid 90s can still operate today. At the same time, the standard moves quite quickly (from an energy system perspective) with new ‘generations’ every decade – using different spectrum, radio protocols and networks. With 5G, service continuity and interworking with 2G and 3G has been discontinued, except for a few capabilities (e.g. 5G to 3G service continuity.) For energy infrastructure planning purposes, the 3GPP system needs to support long (e.g. 30-40 year) service lifetimes, in which terminals will be in continuous operation. The percentage of M2M-type operational services over 4G today is very low today, compared with the use of 2G and 3G.
Some features have been developed in 3GPP to facilitate backwards compatibility at different layers of the system. For example Dynamic Spectrum Sharing (DSS) in 5G allows different 3GPP RATs to coexist in the same carrier. This can facilitate migration or preservation of legacy radio technology. 
The ‘deployment’ use case below considers these aspects from the perspective of a utility system operator. Unlike many use cases, this takes place over years.
[bookmark: _Toc57676055]5.6.2	Pre-conditions
Volt, a publicly traded utility company, operates the electrical transport and distribution network in more than one country. Interest in and regulatory requirements for smart grid services grows, and with it the demand for communication services. The existing communication infrastructure that Volt has deployed will become insufficient in the future, so Volt plans for deploying additional capacity. The target is to deploy communications equipment that will operate for 30-40 years. There are many technologies that Volt could choose for infrastructure, among them 5G standards. These technologies could be the basis for the utility private infrastructure, or could be used as a service if provided through a MNO. The entire process of planning, acquisition and deployment itself takes several years, but it has begun.
[bookmark: _Toc57676056]5.6.3	Service Flows
Volt identifies particular communication services to be addressed with LTE access to a 5GC, completes the evaluation, approval and investment process and begins to deploy. From the time that the planning started until deployment beings, five years have elapsed.
Some components of the system are ‘IoT’ sensors – in the transport and distribution system. These sensors are often deployed in locations that are inaccessible, where physical replacement would be unduly expensive. The overall planning and expectation is that these terminals will be in service for 35 years. (That is 40 years since the planning process began.)
The years go by, and Volt’s 5G communication infrastructure continues to function. As 8G standards emerge on the market, Volt begins to consider how to replace that infrastructure – the 5G IoT sensors and other communications equipment deployed earlier. Some of the 5G components are not going to be supported by the new communication system (including integration of the 8G network with 5G networks, for example, due to the need for greater system security.)
[bookmark: _Toc57676057]5.6.4	Post-conditions
Volt has successfully operated their energy utility services, relying on 5G communication services, for over 35 years. They begin to deploy 8G technology fully expecting this to remain in operation until 2100.
[bookmark: _Toc57676058]5.6.5	Existing features partly or fully covering the use case functionality
Though not formally stated in 3GPP, successive releases and indeed changes to any release after it has been frozen, avoid incompatible changes. Any change, for enhancement, correction or simplification of the standards based system occurs only after comprehensive review and acceptance by the community of stakeholders. This expresses 3GPP standards’ commitment to and emphasis on backwards compatibility.
Each generation includes comprehensive support for diverse telecommunications services. The degree of integration and service continuity offered by 2G through 4G was extensive. With 5G the compatibility has been reduced. This however does not mean that a 2G, 3G or 4G system cannot be operated at the same time as the 5G system, to maintain support for existing services. However, realistically, MNO access to spectrum and the efficient use of it, make it suboptimal for operations to maintain diverse legacy access networks. Utility equipment (routers and switches in operation) are therefore subject to different decisions to be taken by the different MNO’s in the different world regions where Volt operates. 
[bookmark: _Toc57676059]5.6.6	Potential New Requirements needed to support the use case
Editor’s Note: New requirements remain FFS.

[bookmark: _Toc57676060]5.7	Remote DSO management of connectivity for Smart Energy
[bookmark: _Toc57676061]5.7.1	Description
It is important to emphasize that this use case is not theoretical. There are many substations around the world that use 3GPP access for communication services in more or less ad hoc fashion (where management interfaces between the 3GPP system and the DSO are not standardized.) This use case focusses on how 5G can provide service to DSOs as well.
A DSO has many, e.g. 100s to 10,000s of substations. These substations are managed from operation centers typically referred to as control centers. 
[image: ]
Within the substation there are many services (shown here remote metering, automation, MV supervision, LV supervision, etc.) In addition, there are power line communication links beyond, to customer premises equipment, that increasingly will spread the reach of IP services up to the smart meters. The thick red line represents the termination of communication outside the substation. For 3GPP telecommunication services supporting the DSO, the model of the interface between the switch and the network can be considered a 5GLAN service.
The actual topology between substations is more complex than shown, since there may be several communication services (back up links to provide greater reliability, etc.) For the purposes of this use case this is not considered further.
The traffic from the diverse services in the substation is aggregated before it leaves the switch and may be encrypted – the 5G system will not see the individual service flows. Of particular importance to the DSO is the interface exposed by the switch. Information about this from the mobile network that has proved very important in the past.
Specific information that is required includes UE information, Connectivity status including QoS parameters, and session status information including user plane performance and fault information.
Specific events should trigger real-time delievery of information to the DSO from the MNO. 
Utilities (DSOs) rely on 3GPP technologies to enable telecommunications connectivity for mission critical services and sites. These technologies are used to connect endpoints (Substations) and a set of different Smart Grid traffic flows by means of a device with cellular WAN access.
As with any other type of telecommunications networks, the connectivity status and performance management information must be available.
In the event of an incident affecting the MNO’s network, utilities need to have real-time information of a similar nature to the one available to MNO’s, meaning that some sort of interface should exist to get access to all relevant network information that could provide network management information to be accessible to utilities in a manageable way.
Editor’s Note: It is FFS whether the scenario is widely valid, the concerned chapters are 5.7.2, 5.7.3, 5.7.4
[bookmark: _Toc57676062]5.7.2	Pre-conditions
A DSO “U” has a service contract with a MNO “A” and MNO “B” to provide telecommunication service to U’s substations. (U has more than one service contract in order to increase the redundancy and to achieve greater coverage, as a means of achieving higher availability. 
The requirements described in clause 5.7.6 below do not depend on there being 2 USIM contracts. There is no interaction or communication between the two MNOs (A and B) implied by this use case.
 U has shared parameters for delivery of information (e.g. monitoring and alarms) with A and B in advance from a standard set of them grouped in a SNMP MIB or any similar standard artifact offering the needed functionality,and established standard communication interfaces (e.g. APIs) that allow secure and highly available exchange of management data between Uand A and B . The parameters and the communication interface must be standard for all MNOs and DSOs be able to receive a consistent service in the different world regions indepently of the service provider.
The following IT processes are in place in U’s network. Specific IT management objectives require timely and sufficiently detailed input. The processes that most concern this use case are: Incident Management, Change Management and Service Configuration Management. These services are defined in [14]. The processes discussed in this section occur within the DSO network. Though there is no doubt a parallel set of processes within the MNO network, these are (aside from incident reporting and management data acquisition by the DSO network) out of scope. This may surprise the reader, but the reasons are the following.
1) It is the IT process requirements of the DSO that motivate the exposure of information by the MNO. 
2) Though the details of the IT processes of both DSO and MNO are not matters of standardization, the interface between the two must be considered. If the DSO needs to employ different management standards with each communications provider, this increases complexity and the lack of standards based management interfaces constitutes a significant drawback when considering whether to employ and integrate services over a particular communication system.
Incident Management [15] is a process that can be triggered by a customer upon reporting an issue or raised automatically by an event monitoring system. Incident records correspond to the reported or raised event. It is vital to link incident management records to link them to Configuration Items (maintained in a database by means of the Configuration Management process [16].) A set of incidents may also motivate a Change, according the Service Asset and Change Management Process [17].
Configuration Management is particularly important for the DSO, since they must track the total configuration of all essential systems, especially any change that occurs to components that could cause a system failure. Each item in the IT system is identified and has a controlled configuration that can be verified and audited. This allows other processes to be automated and the complete IT status to be taken into consideration in real-time, e.g. during an incident. If some components of the IT system are outside of the control of the DSO, the configuration of these must however remain constantly known. Any change to the configuration of these components requires notification to the DSO as it could possibly trigger an incompatibility with other configuration.
Change Management provides a process with significant oversight (record keeping and authorization), ability to undo the change if required through the linked process of Release Management, and an evaluation of the consequences of the change. It is particularly important that it is unacceptable under the Change Management regime that changes occur without passing through the process. For example, if a UE were to change the terms of its contract and service, or its SIM card and its configurations without going through the Change Management process this would be considered an Incident, resulting in immediate actions by DSO, and possibly further interactions with MNO.
The delivery of relevant information would be part of the service level agreement between the DSO and MNO. The information required by the relevant interfaces are listed below at a high level. A further analysis of the details of these requirements and how to fulfil them is out of scope of stage 1 specification.
In a DSO network operation center for U’s distribution services, a technician “Fred” observes a number of substation local area networks, ready to detect and resolve any sign of trouble that arises. Supplementing the DSO’s network management information, the MNO exposes management data to enable Fred to properly respond to failures in the DSO network.
U uses a Dual SIM router which is configured to use MNO A as primary in normal conditions, failover mechanism to B is enabled so that standby connection can be triggered in the event of complete loss of connection or quality of connection below thresholds .
Utility DSO U’s NOC (Network Operating Center) will perform efficient and effective monitoring of Smart Grid assets connectivity and incident resolution if it can rely on trustworthy information coming from the following sources:
-	Health Check platform to monitor availability of the connection
-	Performance Check procedures to monitor that performance levels are above required thresholds 
NOTE1:	Failure of the Health Check or Performance Check will trigger the Incident Management process.
-	Accurate and updated Inventory to geographically locate the Cellular connection (USIM) at a specific Smart Grid asset (typically Substation)
-	Real time Access to MNO’s SIM card Management and operation platforms (lifecycle control, APN configuration,) 
Editor’s Note: It is FFS whether information is provided from gthe following sources:Standard APIs with MNO that provide detailed real time information on Cellular connection Control plane: Context, Data consumption, Cell ID, RAT 
NOTE2:	The information provided for inventory, SIM platform configuration and cellular control plan operational parameters  could be required for the Configuration Management process.

The usage of this data as a combined input to a single utility-owned “Monitoring and Management” (M&M) platform are instrumental for the DSO to make decisions and start actions that will impact the availability of the Smart Grid and, thus, the final service delivered to its customers. The utility DSO counts on a dashboard to represent the most relevant KPIs to the connectivity health status of the Substation switches and routers, to monitor the stability of the connection and the quality of the service delivered by the MNO.
[image: ]
Figure 5.7.2-1: A DSO-MNO Management Model
The elements in this model are explained below.
The KPI Dashboard in the figure above contains information regarding the 
-	Connectivity status of the UEs and their status with respect to their service with the MNOs A and B. Inputs: volume of data consumption per substation and MNO A. Output: check whether expected traffic levels persist. If there is a massive failure to achieve KPIs, Fred (U) can switch to use the other MNO B. This permits detection of failure in a way that avoids massive incidents (part of the Incident Management process.)
-	Stability of service of the UEs in terms of their mobile telecommunication service. 
Editor’s Note: It is FFS whether to include the following Inputs: Has any UE begun to roam unexpectedly? Serving Cell change? Has any UE switched RAT unexpectedly (e.g. E-UTRAN -> UTRAN -> GERAN)? Outputs: Unexpected and frequent changes of cell or RAT affecting a single UE (for service to a particular MNO) may indicate a suboptimal radio design or an issue affecting the whole sector, or both. Instability services as an indication of a need for a change (part of the Change Management IT process.) 
	Configuration is another aspect of stability. Any change to the service configuration (as agreed between U and MNOs A and B) needs to be reported. In addition, U needs to be able to request the configuration information. (This is an essential part of the Configuration Management process.)
-	Performance determines if the mobile telecommunication network continues to perform as expected. U checks the performance by means of network tools, based on ping packets being sent (this increases traffic used over the connection with A and B.) This information is combined with AAA events (e.g. registration and deregistration with networks.) Output: Information on average performance indicators is obtained, including latency, packet loss rates, per technology.  (This is an essential part of the Serivce Level Management process, not considered further in this use case.)
NOTE3: 	QoS performance that becomes acutely inadequate constitutes a service failure incident. This is dealt with in a separate use case.
Report Generation 
Reports from U are provided to A and B on a monthly basis. U expects a certain quality of service delivered by A and B. The achieved service levels are tracked and presented in the report. If A or B do not comply with the service level agreement, actions are specified in the SLA (and these are out of scope of this study.) The main indicators in the report include: 
(1) 	Network performance (latency and packet loss above threshold), 
(2) 	Network stability (the connection remains stable over time), 
Editor’s Note: It is FFS whether to include (3) Accumulated alarms arising due to the MNOs network (e.g. massive or isolated RAN issues.)
Alarms Panel
Alarms can be triggered so that incident’s responsible parties are informed in real time and the remediation actions and/or escalation processes can be initiated. Alarms are reported by U to A and B as part of the Incident Management process. Incidents may be of the following forms (this is not an exclusive list):
- 	Massive incident affecting all connected UEs whose SIM cards are provided by A or B.
Editor’s Note: It is FFS whether to include: An incident constrained to a single access point (eNB, gNB, etc.) of a MNO including connection loss, service quality degradation in terms of performance (latency & packet loss rates over agreed thresholds), coverage degradation (below agreed thresholds.)  

[bookmark: _Toc57676063]5.7.3	Service Flows
The service flows below are examples of typical situations encountered by “Fred”, a technician at Utility U’s Network Management Center (NMC), to illustrate the normal operation and maintenance processes (with emphasis on Change Management, Incident Management and Configuration Management):
1)	Fred is checking M&M “KPI Dashboard” and, while looking at the Weekly graph of Connectivity status, he notices a sudden drop of accumulated traffic consumption of MNO A and a sudden increase of MNO B traffic. At the same time at “Alarms” panel there is an incoming alarm informing of a Massive event. An automatic ticket is created to MNO A and the counter of massive events is updated to be reflected in the next SLA monthly report to track MNO A’s quality of service. 
2)	Fred tries to remotely perform a firmware upgrade to the Substation Automation unit and, after a couple of unsuccessful attempts, notices that the firmware upgrade cannot be fully completed because the connection is unstable. Fred checks the Stability graph on “KPI Dashboard” for this particular Substation code and confirms that there is a recurring cell roaming of MNO A’s SIM card during the last 12 hours. Fred accesses remotely to the cellular router that is providing cellular access to the substation Automation units and provokes a failover to MNO B. This turns out into a stable connection which enables a successful completion of firmware upgrade process.  At the same time, he checks the “Alarm panel” and confirms that a notification has been sent to the MNO A because this bad behaviour has been happening for the last month.
3)	Utility U is embarked in the renewal of electric MV cables of a group of 10 Substations located in the proximity of “Main Convention centre”. These Substations are using BPL (Broadband PLC over Medium Voltage) as the main backhaul connection with failover to cellular backhaul in case of main connection failure. Fred observes that the backup cell communication with MNO A for the 10 Substations is working, though runs unstably. Fred checks the “Dashboard KPI” Performance graph and confirms that the Substations’ cellular connections have high latency and packet loss rate during day working hours for the last two weeks. At the same time, after checking Stability graph on “KPI Dashboard” Fred confirms that the USIM cards in the 10 Substations also present constant technology roaming from E-UTRAN service to UTRAN service. This issue has been affecting hourly smart meter readings. Fred remembers that there has been an Automobile Fair at the Convention centre in the last two weeks that might have affected the Radio resources available at the eNodeB. He checks the alarms and sees that there has been an alarm sent to MNO A to report on Service Quality degradation. This alarm triggers an auditing process lead by MNO’s radio team in order to increase the capacity of 2 specific sectors of 1 eNodeB serving the Convention centre area. (This is an example of a performance based trigger for Change Management as part of the overall Service Level Management process between U and A.)
4)	While analysing MNO A’s monthly SLA report, Fred observes that the average latency of all connected SIM cards has dramatically increased in the last two months from an average of 200 ms up to 630 ms. Furthermore, there has been an accumulated amount of 10 massive incidents in the last month. This information is instrumental to contact MNO A that was aware of the massive incidents but was not of the increase in latency. In order to solve it the MNO takes appropriate action.
5)	While monitoring the Performance graph on “KPI Dashboard”, Fred observes high packet loss rate affecting all connected Substations through MNO B. This issue is starting to affect the smart meter reading rates. Fred promptly opens a ticket to MNO B (as part of the Incident Management process.)
	Alternatively, if B detects a problem in their network that will degrade service levels in U’s network, B will use a standard mechanism to raise an alarm in U’s network. This will alert Fred, who will note that there is already an open ticket related to the incident, as well as other data associated with the service degradation.
6)	MNOs A and B have recently informed DSO “U” about the imminent phase out of 3G services at national level. They inform about the process timeline which is planned to start in the next 6 months to be fully completed along one year starting in urban areas. Fred has been designated to coordinate the remediation activities that will avoid MNO’s network operations to affect DSO U’s Smart Grid operations. Fred checks “KPI dashboard” in “M&M platform” to do a first evaluation of the dimensions of the situation. The accumulated graph per technology and frequency band for each MNO shows that there are 20,000 substations currently connected by means of Cellular 3G. “3G remediation” project definition starts. (This is an example of the Change Management process informed by Configuration Management and performance data.)
7)	“3G remediation” project requires DSO “U” to undertake both field and administrative operations. Field operations will consist on replacing cellular devices and SIM cards of MNOs A and B all over 20,000 substations. Inventory information of SIM cards’ location available on “M&M” platform allows to efficiently coordinate field operations.  (Configuration Management is needed during Release Management process. The release management process is not discussed further in this use case.)
8)	Administrative operations consist on provisioning 20,000 new generation technology SIM cards of both MNOs A and B. “M&M” platform will enable a single interface of operation which will make the task more efficient and straightforward than it was before when provisioning had to be performed by means of two separate MNO’s Web Portals. This is possible thanks to the fact that SIM card parameters (APN, status, IP, Subscription group, etc) for both MNO’s A and B are standard, delivered through the same API definition. This allows an easy integration of all MNO information into a single operating platform. (This is an example of Configuration management processes making use of standard interfaces.)
[bookmark: _Toc57676064]5.7.4	Post-conditions
U is able to work to maintain and improve the services they provide to their customers both during incidents and over time as part of Incident Management and Change Management processes. U is able to report incidents to A and B with standard mechanisms andcontent that will help the identification and solution of it with less effort and time. A and B receive input from U and is able to improve and maintain their service quality. A and B provide notifications to U regarding changes for selected components (e.g. specific UE aspects) to status and configuration (both long term and every time that specified components change) as per their service agreement. A and B can inform U of service changes in advance. A and B inform U when an incident occurs by means of standards based mechanisms.
[bookmark: _Toc57676065]5.7.5	Existing features partly or fully covering the use case functionality
22.261 6.10.2
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to monitor the network slice used for the third-party.
The 3GPP network shall be able to provide suitable and secure means to enable an authorized third-party to provide the 3GPP network via encrypted connection with the expected communication behaviour of UE(s).
NOTE 1:	The expected communication behaviour is, for instance, the application servers a UE is allowed to communicate with, the time a UE is allowed to communicate, or the allowed geographic area of a UE.
The 3GPP network shall be able to provide suitable and secure means to enable an authorized third-party to provide via encrypted connection the 3GPP network with the actions expected from the 3GPP network when detecting behaviour that falls outside the expected communication behaviour.
NOTE 2:	Such actions can be, for instance, to terminate the UE's communication, to block the transferred data between the UE and the not allowed application.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to scale a network slice used for the third-party, i.e. to adapt its capacity.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party application to request appropriate QoE from the network. 
Based on operator policy, the 5G network shall expose a suitable API to allow an authorized third-party to monitor the resource utilisation of the network service (radio access point and the transport network (front, backhaul)) that are associated with the third-party.
Based on operator policy, the 5G network shall expose a suitable API to allow an authorized third-party to define and reconfigure the properties of the communication services offered to the third-party.
Based on operator policy, the 5G system shall provide suitable means to allow a trusted and authorized third-party to consult security related logging information for the network slices dedicated to that third-party.
Based on operator policy, the 5G network shall be able to acknowledge within 100ms a communication service request from an authorized third-party via a suitable API.
The 5G network shall provide suitable APIs to allow a trusted third-party to monitor the status (e.g. locations, lifecycle, registration status) of its own UEs.
NOTE 3: The number of UEs could be in the range from single digit to tens of thousands.
The 5G system shall provide suitable APIs to allow third-party infrastructure (i.e. physical/virtual network entities at RAN/core level) to be used in a private slice. 
A 5G system shall provide suitable APIs to enable a third-party to manage its own non-public network and its private slice(s) in the PLMN in a combined manner.
Editor’s Note: The applicability of non-public networks and private network slices to this use case is FFS.
22.261 6.26.2.3
The 5G network shall enable the network operator to create, manage, and remove 5G LAN-VN including their related functionality (subscription data, routing and addressing functionality). 
22.261 6.26.2.5
The 5G system shall support traffic scenarios typically found in an industrial setting (from sensors to remote control, large amount of UEs per group) for 5G LAN-type service.
22.261 6.26.2.9
Based on MNO policy, the 5G network shall provide suitable APIs to allow a trusted third-party to create/remove a 5G LAN-VN.
Based on MNO policy, the 5G network shall provide suitable APIs to allow a trusted third-party to manage a 5G LAN-VN dedicated for the usage by the trusted third-party, including the address allocation.
Based on MNO policy, the 5G network shall provide suitable APIs to allow a trusted third-party to add/remove an authorized UE to/from a specific 5G LAN-VN managed by the trusted third-party.
22.261 8.5
For a private network using 5G technology, the 5G system shall support network access using identities, credentials, and authentication methods provided and managed by a third-party and supported by 3GPP.
Editor’s Note: The applicability of non-public networks and private network slices to this use case is FFS.
[bookmark: _Toc57676066]5.7.6	Potential New Requirements needed to support the use case
[PR5.7.6-. 001] Based on MNO policy, the 5G network shall provide suitable means to allow a trusted third party to monitor a LAN-VN performance parameters, to configure and receive information for conditions relevant to a specific UE, network and and specific configuration aspects of the UE in the VN.
Information exposure is needed by the DSO.
Table 5.7.6-1: Management Requirements for DSO – MNO management interaction
	Process
	Event
	Interface
	Requirement

	Incident Management
	Performance declines below service levels per service level agreement
	MNO informs DSO of incidents through a standard interface
	· [PR.5.7.6-002] The 5G system shall provide a means by which an MNO informs 3rd parties of network events (failure of network infrastructure affecting UEs in a particular area, etc.) according to their service level agreement.
· [PR.5.7.6-003] The 5G system shall provide a means by which an MNO informs 3rd parties of congestion or other general performance degredation (especially if planned or known) according to their service level agreement.

	Incident Management
	Performance declines below service levels per service level agreement
	DSO reports incident information through a standard interface
	· [PR.5.7.6-004] The 5G system shall provide a means by which an MNO can report site specific and massive events (UE performance degrades below SLA) to 3rd parties, according to their service level agreement.

	Service Asset and Configuration Management
	UE “service configuration” changes and status
	MNO informs DSO through a standard interface, DSO may request information through a standard interface
	· [PR.5.7.6-005] The 5G system shall provide a means by which an MNO informs 3rd parties of changes in UE configuration including {IP address, IMEI, IMSI, MSISDN, APN network type} according to their service level agreement.
Editor’s Note: It is FFS whether the following two bullet items are potential requirements:
[PR.5.7.6-006] The 5G system shall provide a means by which an MNO informs 3rd parties of changes in RAT type serving UE, Cell ID, Quality of signal parameters below a threshold, change in frequency assigned, according to their service level agreement.
[PR.5.7.6-007] The 5G system shall provide a means for an MNO to inform 3rd parties of changes in core network serving NF and group ID info for user plane (as relevant to 5GLAN configuration) according to their service level agreement.

	Change Management
	UE “service configuration” changes fundamentally
	MNO informs DSO through a standard interface, DSO may request information through a standard interface
	· [PR.5.7.6-008] The 5G system shall provide a means for an MNO to inform 3rd parties of USIM card related events (USIM opens or closes context) according to their service level agreement.

	Service Asset and Configuration Management
	UE “service configuration” changes and status
	DSO informs MNO through a standard interface, MNO may request information through a standard interface
	· [PR.5.7.6-009] The 5G system shall provide a means for 3rd parites to request information from an MNO on any change in UE configuration including {APN network type} according to their service level agreement.
· [PR.5.7.6-010] The 5G system shall provide a means for 3rd parties to request information from an MNO concerning USIM configuration and provisioning parameters (APN, Subscription group,..) according to their service level agreement.

	Change Management
	UE “service configuration” changes fundamentally
	DSO informs MNO through a standard interface, MNO may request information through a standard interface
	· [PR.5.7.6-011] The 5G system shall provide a means for 3rd parties to request that a MNO changes a configuration associated with subscription parameters including USIM configuration parameters (APN, lifecycle, Subscription group,..) according to their service level agreement. [NOTE1]
· 

	NOTE1: It is currently possible to fulfil these requirements without a standard interface, but this complicates configuration interactions between the 3rd party and the MNO. When the third party requires many reconfiguration actions with several operators (e.g. across different countries) through different proprietary interfaces, this becomes a significant burden. These requirements are justified by the signfificant improvement to operations they would bring.


    	
Editor’s Note: It is FFS whether the detailed real time low-level information of cellular connection (ie. Context, Data consumption, Cell ID, RAT) is necessarily needed.
Editor’s Note: Further potential new requirements to support the use case may be identified.
[bookmark: _Toc57676067]5.8	 Use case of Smart Distribution Transformer Terminal
[bookmark: _Toc57676068]5.8.1	Description
The Smart Distribution Transformer Terminal is usually deployed in the distribution transformer area. It could support multiple energy applications simultaneously. Multiple kinds of energy data is collected firstly by the terminal and then delivered to related energy application platform. Some kind of data could be analysed, or even the terminal itself can make decision to perform real-time action. Figure 5.8.1-1 illustrates a work flow example of Smart Distribution Transformer Terminal.
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Figure 5.8.1-1 Example of Smart Distribution Transformer Terminal work flow
With the assistance of 5G system, it could reports massive energy data separately to multiple energy application platforms according to their requirements. And data from energy application platforms could also be sent to terminal through 5G network, no matter it is business data or management data. Typical interactive data includes fault / alarming events, switch state variation, device abnormal changes, remote control operation, electrical analog data, meter reading data, topology relationship, decision-making information, edge computing conclusion, equipment OA&M data, remote upgrading, scheduled communication, etc. Some of this data is event triggered and required a high priority real-time communication while others may need a regular latency but broad bandwidth channel to fit their demands. 
The energy application platform could be connection management platform (AKA IoT platform), master station of distribution automation system and master station of electric energy data acquire system. In future, there might be more platforms that need to transfer data through the 5G network. 
In general, the connections between the Smart Distribution Transformer Terminal and application platform are provided by 5G system, while the connections between energy end equipment and Smart Distribution Transformer Terminal are out of 3GPP scope.
These energy applications and different data flows in one application require different communication services and different safety & isolation protection according to the Industry regulation. So, the Smart Distribution Transformer Terminal is required to isolate these energy data according to different application demands. 

[bookmark: _Toc57676069]5.8.2	Pre-Conditions
The energy company EE has a contract with Tele-Operator TT. TT will provide 5G communication service for EE’s energy services.
EE has deployed a lot of Smart Distribution Transformer Terminals which could utilize 5G communication links to connect with multiple energy application platforms. In general, each distribution transformer area could deploy a Smart Distribution Transformer Terminal.  
The energy application platform could be connection management platform (AKA IoT platform), master station of distribution automation system and master station of electric energy data acquire system. In future, there might be more platforms that need to transfer data through this network.  
EE configures different communication services demands and safety & isolation demands for different energy applications.

[bookmark: _Toc57676070]5.8.3	Service Flows
1. The 5G system gets the demands of communication and isolation to establish two 5G communication links between the Smart Distribution Transformer Terminal and the energy application platform. One link is required with high data rate to deliver data e.g. electrical analog data, meter reading data, topology relationship, decision-making information, edge computing conclusion, equipment OA&M data, remote upgrading, scheduled communication, etc. The other link is required with low latency and high stability to deliver data e.g. fault / alarming events, switch state variation, device abnormal changes, remote control operation, etc.
2. The energy end equipment e.g. smart meters, cable head temperature sensors, power consumption concentrators, smoke detectors, smart RCDs, charging piles and phase change switches, collect related data and deliver to the Smart Distribution Transformer Terminal. 
3. The Terminal continues to deliver the collected data and analysis / decision information to different energy application platforms through above two 5G communication links and with different isolation demands.
- Some data e.g. energy consumption data in the distribution transformer, power line, and user point can be analysed by the Terminal and take some action e.g. adjust topology. Then the result data will be reported to related energy application platform.
- Some data is periodic collected and reported, e.g. energy quality data and energy equipment status data.
- Some data is event trigger and need to be reported in real time, e.g. the voltage, current, alarm data of each node in the low-voltage area.
  
 
[bookmark: _Toc57676071]5.8.4	Post-Conditions
The energy application platforms receive the collected data in time and with required isolation protection.
The communication links status also can be monitored by energy company EE.

[bookmark: _Toc57676072]5.8.5	Existing features partly or fully covering the use case functionality
The 5G system shall be able to provide suitable APIs for the energy application platform to monitor the quality of the communication link.

[bookmark: _Toc57676073]5.8.6	Potential New Requirements needed to support the use case
[PR 5.8.6 -1] When required by regulatory requirement, the 5G system shall be able to simultaneously support multiple communication links with different isolation requirement for different energy applications.
Editor note:It needs to be checked whether it has already been supported in R16.
Editor note: the further potential requirements will be studied.
[bookmark: _Toc57676074]5.9	 Use case of isolation demand for energy applications
[bookmark: _Toc57676075]5.9.1	Description
According to the regulation of China Grid industry [4], the power grid business is mainly divided into two working categories: production control and information management. The production control can be further divided into safety zone I and safety zone II. All the real-time monitoring, detection, and controlling energy production applications belong to safety zone I. And other non-controlling energy production applications belong to the safety zone II. The information management also can be further divided into safety zone III and safety zone IV. The applications belong to the safety zone III are information systems for power production, while the internal information services for the energy enterprises belong to safety zone IV.  Following Table 5.9.1-1 lists the typical applications belong to different safety zones.
Table 5.9.1-1 typical safety zone and related energy application
	Safety Zone type
	Typical energy applications

	I
	distribution automation system, substation automation system, relay protection, distributed energy storage, etc.

	II
	Reservoir dispatch automation system, electric energy metering system, relay protection and fault recording information management system, etc.

	III
	Dispatch production management system (DMIS), lightning monitoring system, power line inspection, statistical report system, etc.

	IV
	Management Information System (MIS), Office Automation System (OA), Customer Service System, etc.



According to [4], different kinds of safety isolation requirements are applied to different safety zones:
a) The energy applications belong to production control category i.e. safety zone I and II need to be physically isolated from other applications which don’t belong to production control working category. 
b) The energy applications belong to information management working category i.e. safety zone III and IV can be logically isolation from other applications including non-energy applications. 
c) The energy applications belong to a same working category can be logically isolated each other.
d) The energy applications belong to a same safety zone can be logically isolated each other
[image: ]
Typically, the physical isolation requires the traditional wired communication link utilizing different time slots, wavelengths, and physical media to guarantee the safety demand. And the logical isolation may be supported by shared communication resource. 
With 5G system is utilized to support smart grid applications, the different isolation modes will also be supported by 5G system. Not only core network, but also radio network and UE are involved. For 5G system, the physical isolation communication service means dedicated core network element and dedicated radio resource e.g. PRB pool, spectrum etc. The logical isolation communication service on the other hand may be supported by shared network element or shared network resource.

[bookmark: _Toc57676076]5.9.2	Pre-Conditions
The energy company EE utilizes 5G system to support multiple energy applications with different isolation communication services. Among them, the PMU belongs to safety isolation I,  the electricity information collection belongs to safety isolation II, power line on-site patrol belongs to safety isolation III, Office Automation System (OA) belongs to safety isolation IV.
[bookmark: _Toc57676077]5.9.3	Service Flows
The 5G system deployes several communication links to support multiple energy applications.
One link is used to support PMU application and the dedicated core network element and dedicated radio resource have been configured in this link to guarantee the physical isolation demand.
One link is used to support electricity information collection application. It also belongs to safety isolation II which can be logical isolation with applications belong to safety isolation I and physical isolation with applications belong to safety isolation III and IV. So, it also can share network resource e.g. core network element and dedicated resource with PMU application.
One link is used to support power line on-site patrol application. It belongs to safety isolation III which require logical isolation. Considering applications belong to safety isolation I & II require physical isolation with applications belong to safety isolation III and IV, it cann’t share the network resource e.g. core network element and dedicated resource with PMU, diffential protection and eletricity information collection applications. But it can share network resource with other applications belong to safety isolation III and IV, even other internet applications.
One link is used to support Office Automation System (OA). It also requires logical isolation. So, it can share network resource with power line on-site patrol application. 
The energy company EE also can monitor the above communication resource usage and communication link quality.
[bookmark: _Toc57676078]5.9.4	Post-Conditions
The energy applications can be work well and fulfill the isolation requirements with the assistance of 5G system.
The communication resource usage status and communication link quality also can be monitored by energy company EE.
[bookmark: _Toc57676079]5.9.5	Existing features partly or fully covering the use case functionality
When required by regulations, the 5G system shall be able to provide suitable mechanism for the energy application to monitor the communication link quality and network resource usage. 
[bookmark: _Toc57676080]5.9.6	Potential New Requirements needed to support the use case
[PR 5.9.6 - 1] When required by regulations, the 5G systeml shall be able to utilize dedicated communication resource including core network and radio network to support physical isolation communication service for energy applications.
[PR 5.9.6 - 2] When required by regulations, the 5G system shall be able to utilize shared communication resouce including core network and radio network to support logical isolation communication service for energy applications.
 [PR 5.9.6 - 3] The 5G system shall be able to simultaneously support multiple communication links with different isolation requirements according to energy management regulation.
Editor’s Note:  It is FFS whether the requirements [PR 5.9.6 - 1] , [PR 5.9.6 - 2] , [PR 5.9.6 - 3] are already supported, e.g. using redundant transmissions.

[bookmark: _Toc57676081]5.10	Utility End to End Security
[bookmark: _Toc57676082]5.10.1	Description
In some networks, communication is done in different security domains.
[image: ]
Figure 5.10.1-1: Different Security Domains
There are three domains depicted above. One is in the premises with the devices at the edge of the utility network, e.g. sensors. The second domain is the 3GPP network. The third is the service network. This scenario, to secure communication, requires application communication above the network layer (e.g. TLS or another transport layer security mechanism, S/MIME or another presentation layer security mechanism or encryption at the application layer.)
The situation becomes even more complex if there are multiple aplications, different networks used at the edge and different communications systems used for the end to end service.
In this use case, integration of communication end to end with the 5G system presents benefits to end to end service delivery.
[bookmark: _Toc57676083]5.10.2	Pre-conditions
A gateway (UE and router) provides 5GLAN service from a Distribution Service Operator (DSO), EnergyCo to 1000s of sites (e.g. substations) in which there is diverse communication-enabled equipment.
This set of devices is provisioned with security configuration sufficient for authorization and registration with the 5G system. Specifically, the devices are equipped with USIMs or, in NPNs, with non-3GPP credentials, to allow for the network operator to perform Authentication, Authorization and Accounting (AAA.) 
The service platform of EnergyCo is also has sufficient configuration to obtain services with the 5G system from a ‘northbound interface.’
[bookmark: _Toc57676084]5.10.3	Service Flows
EnergyCo’s equipment (e.g. sensors, remote controllable devices, etc.) within the premises of 1000s of substations uses its configuration authorize access to the UE/Gateway, which provides access to the 5G System for communication services. One such device sends an alert message to EnergyCo’s service platform.
[image: ]
Figure 5.10.3-1: Different Security Domains
The communication between the device and the Router/UE is secured with respect to the constraints acceptable to EnergyCo. The communication through the 5G system employs 5G security, which provides secure communication to the service levels expected by EnergyCo. Finally, a secure session can be provided using credentials between the Service Platform and the 3GPP system – whose edge is depicted as a gateway (GW), if network layer security services are required by EnergyCo.
[bookmark: _Toc57676085]5.10.4	Post-conditions
The EnergyCo equipment to Service platform communication is secured end-to-end in a uniform manner for all their equipment, meeting EnergyCo’s security requirements.
[bookmark: _Toc57676086]5.10.5	Existing features partly or fully covering the use case functionality
There are several ways that the existing 5G system could support this use case. 
First, by means of alternative authentication methods between the equipment and the UE. The ‘uniformity’ in this case would rely upon establishing the same configuration and operation regime in the equipment and UE/Router in all installations. 
TS 22.261 v17.3.0, 8.3
The 5G system shall support operator controlled alternative authentication methods (i.e. alternative to AKA) with different types of credentials for network access for IoT devices in isolated deployment scenarios (e.g. for industrial automation). 
[bookmark: _Hlk521570323]The 5G network shall support a 3GPP supported mechanism to authenticate legacy non-3GPP devices for 5G LAN-VN access.

While this may suffice to secure the Equipment to UE/Router communication, it is not significantly different than the scenario described in 5.10.1. There is no ‘end-to-end’ support in this scenario, unless a security association is established between the equipment and the service platform (by means outside of the scope of 3GPP, i.e. over the top.)
Second, the equipment could establish a security association with the 5G system (not just with the router.)
TS 22.261 v17.3.0, 8.3
The 5G system shall support a suitable framework (e.g. EAP) allowing alternative (e.g. to AKA) authentication methods with non-3GPP identities and credentials to be used for UE network access authentication in non-public networks.
NOTE 2:	Non-public networks can use 3GPP authentication methods, identities, and credentials for a UE to access network but are also allowed to utilize non-AKA based authentication methods such as provided by the EAP framework.
In this approach, assuming the EAP framework chosen afforded sufficient security protections for the non-public network, the communication from the equipment to the Router/UE and through the 5G System would be in the same security domain. A gap (decribed below in 5.10.6) is the communication between the 5G System and the EnergyCo service platform, which is currently not defined in the 5G standard.
Third, the equipment in the EnergyCo network could be provided with sufficient credentials (including a USIM) to fully become authorized with the 5G System. In this case, end to end security is possible by means of the GAA framework.
TS 33.220 v 16.2.0, 4
The 3GPP authentication infrastructure, including the 3GPP Authentication Centre (AuC), the USIM or the ISIM, and the 3GPP AKA protocol run between them, is a very valuable asset of 3GPP operators. It has been recognised that this infrastructure could be leveraged to enable application functions in the network and on the user side to establish shared keys.
[bookmark: _Toc57676087]5.10.6	Potential New Requirements needed to support the use case
 [PR5.10.6-1] The 5G system shall enable support of a mechanism to support authentication and secured communication between the 5G system Core Network and a 3rd party’s application function, in order to provide secure end to end communication service.

[bookmark: _Toc57676088]5.11	QoS Monitoring and Reporting Mechanisms
[bookmark: _Toc57676089]5.11.1	Description
This use case explores in more detail an aspect of service level management that is the business relationship between an energy utility operator, “EnergyCo” and the telecommunications operator, “Telecomm1.” While their business relationship itself is out of scope of 3GPP standardization, there are aspects of the SLA, specifically agreements for achieving and monitoring performance and satisfactionof KPIs, and managing incidents improve the suitability of Telecomm1’s service offerings for EnergyCo.
[bookmark: _Toc57676090]5.11.2	Pre-conditions
The different services offered by Telecomm1 should behave as expected according to the KPIs defined in the Table 5.5.1.  Only if that is the case, is service delivery acceptable according to the SLA, to meet the different services’ requirements (whether mission critical or not.) If the telecommunication service degrades below these KPIs, EnergyCo may experience a service interruption or degradation. This might affect mission critical operations and/or quality of service delivered ultimately to the customer.
This use case assumes that the SLA is in place and service is offered by Telecomm1 to EnergyCo. In addition, both interfaces and procedures are in place to respond to failures to deliver KPIs according to the SLA. 
NOTE: 	The use case is based on real experience between utility and telecom providers but the identities of EnergyCo and Telecomm1 are fictitious.
[bookmark: _Toc57676091]5.11.3	Service Flows
For the KPIs, part of SLA definition between EnergyCo and Telecomm1, there is a report sent by EnergyCo to Telecomm1 on a monthly basis in order to inform of the degree of compliance of the requirements set in the SLA for the different KPIs. Telecomm1 will reconcile this report with their own records.
KPIs will be measured by means of EnergyCo owned Network Management platforms in real time. These platforms will check periodically the availability, latency and packet loss rate of the connection. Different periodicities can be configured and as a result average information will be obtained. Reports are available in order to deliver accumulated information of the different parameters on a daily, weekly, monthly or yearly basis. 
This information will be checked in order to verify the degree of compliance of the SLA. Connectivity status, stability and Performance will be part the technology reports. Only Latency and Packet loss rate will be constantly measured as a part of Performance parameters, Throughput will only be measured during commissioning process. If there is a problem such as quality of service degradation (high latency and packet loss rate below thresholds) or instability of the connection affecting a specific substation or group of substations (connected to the same server) for more than one week an automatic alarm will be generated towards the MNO.  
In the event of massive communication loss affecting most services and substations (quantity above % threshold), this will be detected in real time and an automatic alarm will be sent to the MNO.
In the event of sustained connection loss events affecting a number of Substations located within a well limited geographical area this might shed light on a problem related to a specific eNB site or sector. An automatic alarm will be generated and sent to the MNO.
[bookmark: _Toc57676092]5.11.4	Post-conditions
Since EnergyCo provides Telecomm1 with their report of service degradations, and Telecomm1 provides their report to EnergyCo, both organizations have a full set of records with respect to achieved performance of service according to KPIs in the SLA. It is possible for EnergyCo and Telecomm1 to reconcile the SLA and the achieved performance at any time.
Further, EnergyCo is able to alert Telecomm1 when critical events occur that affect performance in a manner that requires intervention (or at least scrutiny) by the MNO.
Finally, Telecomm1 can alert EnergyCo to issues they have detected.
This explains why regular periodic QoS reporting needs to be shared from the customer to the provider and vice versa.
[bookmark: _Toc57676093]5.11.5	Existing features partly or fully covering the use case functionality
[PR5.11-1]	The 5G system shall provide a mechanism for a 3rd party to report to a MNO service degradations, communications loss and sustained connection loss. These reports use a standard form. The specific values, thresholds and conditions upon which alarms occur is out of scope of 3GPP specification.
NOTE1: What the MNO does with such reports is out of scope of 3GPP specifications.
[PR5.11-2]	The 5G system shall provide a mechanism for a MNO to report to 3rd parties service degradations, communications loss and sustained connection loss. These reports use a standard form. The specific values, thresholds and conditions upon which alarms occur is out of scope of 3GPP specification.
NOTE2: What the 3rd party does with such reports is out of scope of 3GPP specifications.
Editor’s Note: It is FFS whether PR5.11-1 and PR5.11-2 are already supported by QoS/SLA management and ticketing support as defined in TS 32.101 and other 3GPP OAM specifications. These requirements are placed in the ‘Existing Features’ section pending a detailed assessment whether they instead belong in clause 5.11.6.

[bookmark: _Toc57676094]5.11.6	Potential New Requirements needed to support the use case
None
[bookmark: _Toc57676095]5.12	Distribution Intelligence – FLISR (Fault Location, Isolation, and Service Restoration)
[bookmark: _Toc57676096]5.12.1	Overview
"Distribution intelligence" refers to the part of the Smart Grid that applies to the distribution system, that is, the wires, switches, and transformers that connect the utility substation to the customers. A key component of distribution intelligence is outage detection and response. Today, many utility companies rely on customer phone calls to know which areas of their distribution system are being affected by a power outage. Along with smart meters, distribution intelligence will help to quickly pinpoint the source of a power outage so that repair team can be immediately dispatched to the problem area. Most utility companies count on complex power distribution schemes and manual switching to keep power flowing to most of their customers, even when power lines are damaged and destroyed. However, this approach has its limitations, and in many cases an automated system could respond more quickly and could keep the power flowing to more customers. By having sensors that can indicate when parts of the distribution system have lost power, and by combining automated switching with an intelligent system that determines how best to respond to an outage, power can be rerouted to most customers in a matter of seconds, or perhaps even milliseconds. 
[image: ]
Figure 5.12.1-1: the big picture of Smart Energy
The automation in distribution with self-healing solutions is surely a critical challenge to consider in this transformational evolution towards Smart/Smarter Energy. Self-healing will enable system operators to benefit from a significant reduction in the outage duration and number of affected customers, which reacts quickly and precisely to power disturbances so that only those in the immediate neighbourhood are affected, while avoiding any interruption in power. Self-healing not only acts against grid disturbances, but secures the grid against disturbances spread. The basic requirements include [21]:
-	Fast and proper detection of grid disturbances.
-	Redistribution of grid resources to avoid adversative impacts.
-	Assuring the continuity of service under any conditions.
-	Minimization of service restoration time.
Reliable and secure communications are essential to enable self-healing in the Smart Energy. A precise and effective decision is based on analysing the power grid data, hence collecting and exchanging information, transferring results, executing decisions, and monitoring real-time device states in the grid are the responsibility of the communication system. To support fast and precise detection of grid disturbances 5G system is expected to provide communication services with ultra-low latency, ultra-high reliability and availability, as well as high data rate at both uplink and downlink.
Two approaches to detect grid disturbances are discussed:
1)	feeder automation 
2)	line current differential protection 
[bookmark: _Toc57676097]5.12.2	Feeder automation
5.12.2.1 Description
Feeder automation is designed to utilise controller devices that are especially designed to support the self-healing of power distribution grids with overhead lines. The self-healing logic resides in individual controller devices located at the poles at the feeder level. Using peer-to-peer communication (e.g. via IEC 61850 GOOSE) among the controller devices, the system operates autonomously without the need of a regional controller or control centre. All self-healing steps carried out are reported immediately to the control centre to keep the grid status up-to-date.
[image: ]
Figure 5.12.2.1-1: Distributed Feeder Automation

5.12.2.2 Pre-condition
The controller devices have been mounted, connected, and configured during commissioning and deployment. The configuration is usually not done via the mobile network but via local wired connection.  
The controller devices are connected to the 5G network, and the peer-to-peer communication is enabled using IEC 61850 GOOSE (OSI Layer 2, broadcast/subscription Ethernet-based protocol).
5.12.2.3 Service flow
Communications are enable via 5G network among the controller devices 
-	among controller devices serving the same feeder and 
-	among the controller devices of the whole area and the control centre. 
A feeder fault occurs. The controller device in the upstream of the fault point generates and transmits GOOSE signals to other controller devices serving the same feeder. Each controller device compares the GOOSE signals with the overcurrent signals of the current level, identifies the fault range, and then isolates the fault, implementing automatic power recovery in non-fault areas.
To prevent power disturbance, the overall feeder automation process must be completed within 100 ms. As discussed in [x3] with regards to the delay budget, the latency for one way transmission from one controller device to another needs to be kept at approximately 20 ms (this would allow for the necessary margin). To ensure precise fault detection and isolation, 10 μs or less time synchronization accuracy is also required.
Typically there are 10s of controller devices per km2. The geographical dimension of feeders is usually up to several km2.
5.12.2.4 Post-condition
5G communication runs and power distribution is restored in the affected area.
5.12.2.5 Existing features partly or fully covering the use case functionality
The use case “Distributed automated switching for isolation and service restoration” has been captured in TS 22.104 Annex 2.4.4, while the corresponding performance requirements have been specified in table 5.2-1 “Periodic deterministic communication service performance requirements”:
	Characteristic parameter
	Influence quantity
	

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2) (note 12a)
	Service bit rate: user experienced data rate (note 12a)
	Message size [byte] (note 12a)
	Transfer interval: target value (note 12a)
	Survival time (note 12a)
	UE 
speed (note 13)
	# of UEs
	Service area 
(note 3)
	Remarks

	99,9999 %
	–
	< 5 ms
	1 kbit/s (steady state)
1,5 Mbit/s (fault case)
	< 1500
	< 60 s 
(steady state)
≥ 1 ms (fault case)
	transfer interval
	stationary
	20
	30 km x 20 km
	Electrical Distribution – Distributed automated switching for isolation and service restoration (A.4.4); (note 5) 

	NOTE 1:	One or more retransmissions of network layer packets may take place in order to satisfy the communication service availability requirement.
NOTE 2:	Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).
NOTE 3:	Length x width (x height).
NOTE 4:	(void)
NOTE 5:	Communication includes two wireless links (UE to UE).
…
NOTE 12a:It applies to both UL and DL unless stated otherwise.
NOTE 13:	It applies to both linear movement and rotation unless stated otherwise. 
…



The gaps identified include:
- < 5ms end-to-end latency has been captured with no explanation in TS 22.104 (neither in TR 22.804);
- time synchronicity requirement is not addressed;
- fault detection and isolation is typically event driven and aperiodic communication may be sufficient.

5.12.2.6 Potential New Requirements needed to support the use case
The 5G system shall be able to provide aperiodic deterministic communication with the service performance requirements reported in the tables below.
	Communication service availability
	Max Allowed End-to-end latency (note 1) 
	Message size [byte] 
	UE speed
	# of UEs

	Service Area

	> 99,999 %
	20 ms
	< 100
	Stationary
	≤ 100/km2
	several km2

	NOTE 1:	UE to UE communication.




	Number of devices in one Communication group for clock synchronisation
	5GS synchronicity budget requirement 
	Service area 

	≤ 100/km2
	≤ 10 μs
	several km2



[bookmark: _Toc57676098]5.12.3	High speed current differential protection
5.12.3.1 Description
The high speed current differential protection for smart energy distribution systems is capable of sub-millisecond fault detection. The approach utilises the natural characteristics of differential current measurements to significantly reduce fault detection times, which has been described in detail in clause 5.4. This use case focuses on the traffic characterises. 
5.12.3.2 Pre-condition
Protection relays (e.g. relay_a and relay_b in Figure 5.4.1-1) are deployed and switched on in the distribution grid. All relays are connected to the 5G network, and are synchronised with neighbouring relays in the distribution grid with a precision of <10 µs to ensure that the current values are sampled at the same time. 
5.12.3.3 Service flow
The protection relays exchanges the current samples via the 5G system. Each relay then compares the sent and received samples to determine if a fault has occurred in a protected area in order to isolate the fault. The detail of fault detection can be found in clause 5.4.
The sampling rate varies dependent on the algorithms designed by the manufacturers. A protection relay collects the current samples (with the typical message size of up to 245 bytes) at a frequency in the range of [600, 1200, 1600, 3000] Hz. The exchange of measurement samples is done in a strictly cyclic and deterministic manner. [6] [23] With the sampling rate of 600 Hz (6 times per 10 ms), the transfer interval would be 1,667 ms with the required bandwidth of 1.18 Mbit/s; for 1200 Hz (12 times per 10 ms), the transfer interval would be 0,833 ms with the required bandwidth of 2.36 Mbit/s.
As to the latency, as pointed out in clause 5.4 the maximum allowed end-to-end delay between two protection relays would be between 5ms and 10ms depending on the voltage levels as specified in IEC 61850-90-1 [6]. For some legacy systems the latency usually is set to 15ms [23].
5.12.3.4 Post-condition
5G communication runs and power distribution is restored in the affected area.
5.12.3.5 Existing features partly or fully covering the use case functionality
The use case “Application of differential protection in distribution Network of Smart Grid” has been captured in TR 22.804. However the use case and the associated service requirements are missing in TS 22.104.
The missing requirements based on differential protection in distribution network need to be captured.
5.12.3.6 Potential New Requirements needed to support the use case
The 5G system shall be able to provide periodic deterministic communication with the service performance requirements reported in the tables below.
	Communication service availability
	End-to-end latency: maximum
(note 1)
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area

	> 99,999 %
	15 ms
	2,5 Mbit/s
	< 245
	≤ 1 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	> 99,999 %
	15 ms
	1,2 Mbit/s
	< 245
	≤ 2 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	> 99,999 %
	10 ms
	2,5 Mbit/s
	< 245
	≤ 1 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	> 99,999 %
	10 ms
	1,2 Mbit/s
	< 245
	≤ 2 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	> 99,999 %
	5 ms
	2,5 Mbit/s
	< 245
	≤ 1 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	> 99,999 %
	5 ms
	1,2 Mbit/s
	< 245
	≤ 2 ms
	 transfer interval (one frame loss)
	stationary
	≤ 100/km2
	several km2

	NOTE 1:	UE to UE communication.



	Number of devices in one Communication group for clock synchronisation
	5GS synchronicity budget requirement 
	Service area 

	≤ 100/km2
	≤ 10 μs
	several km2



[bookmark: _Toc57676099]5.13	 Use case of 5GS support for synchrophasors in wide-area smart grid
[bookmark: _Toc57676100]5.13.1	Description
Using phasors as a mathematical approach to describe a power system operation quantities is not new. With the advent of GNSS and other time sources that provide phasor measurement units (PMUs) with accurate timing signals, the concept of synchrophasor came into existence [24]. Modern PMUs and accompanying entities such as Phasor Data Concentrators (PDCs) [25] could connect to the time source and with each other in a number of different ways such as: using direct connection with GPS via an internal GPS receiver, using a connection via IRIG-B (legacy method) or IEEE Std 1588-2008 [26]/IEEE C37.238-2011[27] or PTP time sunchronization profile in IEC 61850-90-3 [32], over an Ethernet to achieve 1 μ𝑠 time accuracy. This 1 μ𝑠 time accuracy as referred to in these IEC standards assumes every PMU is has a built-in synchronization modem.
As a result, the phasors throughout a wide-area power system can be measured at different but strategically selected locations (such as at tie-lines and on the key network buses) in a synchronized fashion. This powerful possibility releases huge potential for power utility operators to innovate, so as to achieve various goals in safe, robust and efficient network operation and maintenance. Some interesting applications based on synchrophasors are: power system model validation, wide-area protection, advanced state estimation, frequency-control and oscillation mitigation, etc. With the fast adoption of DERs, the power system will undergo challenges of increased variability and unpredictability, which means the synchrophasors could offer utility operators an effective means to understand, respond and predict the real-time dynamics of the power systems.
Up till now, wide-area measurement systems based on synchrophasors have been under expansion in large scale throughout America, Europe, and Asia. It is an area of opportunity for 5G systems to provide connectivity and services. Thanks for the wide-area coverage of 5G, it is seen by many utilities that 5G could play a major role in supporting PMU wide-area applications paradigm. 
Synchrophasors are measured and collected in a hierarchical structure to meet the power system needs. The figure below comes from [28]. But it is important to know that PDCs can have one to many interconnections with each other for the sake of eg. redundancy. There could be many internal and external functions defined at each PDC, and PDCs could eventually interface with SCADA, EMS and DMS, where applicable. As defined in [28], a PMU and a PDC may transmit its data in one or more separate data streams. Each stream may have different content and may be sent at a different rate. The destination of each stream may be different device(s) and location(s) (multicast data is sent to multiple destinations). Each stream must then be individually controllable, and have its own identification and a separate configuration control. This feature is useful for sending data to different devices with different purposes, allowing streams with different wait times and class of service (M and P class), as specified in [25].

[image: ]
Figure 5.13.1.1. Synchrophasor data collection network [X6]
Within the synchrophasor system, PMUs can be configured with various reporting rates [25]. In a 60Hz system, reporting rates could be {12, 15, 20, 3, 60} per second, and in a 50Hz system, the reporting rates could be {25, 50} per second. It is encouraged to adopt higher rates up to 120 per second. Table 1 shows the corresponding reporting period 1/Fs.

Table 5.13.1.1 PMU reporting rate and the corresponding Reporting Period in IEEE Std C37.118™-2011 [25]

	Reporting Rate 
(Fs) 
in Hs
	12
	15
	20
	25
	30
	50
	60
	100
	120

	Reporting Period (1/Fs) 
in ms
	83.3
	66.67
	50
	40
	33.3
	20
	16.67
	10
	8.3



With regard to the data flows, each synchrophasor data flow could have an individual QoS – the performance aspects are addressed in [30]. In [31], the real-time communication between PMUs is addressed, and there two performance classes (P and M) are specified with the corresponding dynamic performance requirements. The P class is mainly for protection and control purposes, which requires fast response, minimum filtering and minimum delay. The M class is mainly used for measurements in the presence of out-of-band signals, which requires greater precision and significant filtering, and allows slower response and longer delay. Intuitively, the higher the PDC in the hierarchy (as in Figure 1), the more prone to class M an application deployed there seems to be. 

The measurement reporting latency compliance specification defines the PMU real-time output reporting latency is dependent on the corresponding reporting rate Fs. For both performance classes, the measurement reporting latency is defined in Table 2 [25]. 
Table 5.13.1. 2. PMU measurement reporting latency

	Performance Class
	Max Measurement Reporting Latency

	P Class
	2/Fs

	M Class
	5/Fs



The communication end-to-end latency shall be the reporting latency subtracted from the reporting period. Therefore for different reporting rate, the communication latency is shown in Table 3.
Table 5.13.1.3. max End-to-end communication latency (ms) at different PMU reporting rate
	
	12
	15
	20
	25
	30
	50
	60
	100
	120

	P Class
	83.3
	66.67
	50
	40
	33.3
	20
	16.67
	10
	8.3

	M Class
	333.3
	266.67
	200
	160
	133.3
	80
	66.67
	40
	33.3



[bookmark: _Toc57676101]5.13.2	Pre-conditions
Throughout the wide-area power system, according to the smart-grid application architecture, PMUs and PDCs are deployed at selected locations. A 5G UE is integrated into a PMU or a PDC. They are switched on. According to specified reporting rate, the synchrophasor data is collected, aggregated and made available to the applications accordingly.

[bookmark: _Toc57676102]5.13.3	Service Flows

1. PMUs carry out measurement according the configured reporting period.
2. PDCs received the synchrophasors, performs configured local processing functions, forwards data further down the hierarchy.
3. Advanced logics in the applications receive the synchrophasors as prescribed, the designed logics such as control, protection and measurement are carried out as expected. 
  
[bookmark: _Toc57676103]5.13.4	Post-conditions
Applications can execute designed logic to perform protection, control and monitor actions per design.

[bookmark: _Toc57676104]5.13.5	Existing features partly or fully covering the use case functionality
1. In TR 22.804, a similar PMU study proposes 10ms end-to-end communication latency.
2. In TS 22.104, for PMUs synchronization, 1 μ𝑠 is specified as 5GS synchronicity budget requirement in a service area < 20 km2.
3. Support of IEEE 1588 PTP is an existing feature. Additional traffic from running IEEE 1588 PTP is around 0.004 Mbps.
4. In TS 22.261, 5G system shall support operation of downlink only broadcast/multicast over a specific geographic area (e.g. a cell sector, a cell or a group of cells). 
5. In TS 22.261, the 5G system shall support downlink parallel transfer of the same content, via broadcast/multicast and/or unicast, such that all receiver group members in a given area receive the media at the same time according to user perception.
6. In TS 22.261, the 5G system shall be able to apply QoS, priority and pre-emption to a broadcast/multicast service area. 
7. In TS 22.261, The 5G network shall support parallel transfer of multiple quality levels (i.e. video resolutions) of broadcast/multicast content for the same user service to the same UE taking into account e.g. UE capability, radio characteristics, application information. 
8. In TS 22.261, the Ethernet transport service shall support routing based on information extracted from Virtual LAN (VLAN) ID by the 3GPP system.
9. 5G system can provide 5ms with existing 5QI to support the 8.33ms latency as required by the class P PMU with highest reporting rate 120Hz.
[bookmark: _Toc57676105]5.13.6	Potential New Requirements needed to support the use case
[PR5.13.6-1] Besides IEEE 1588 PTP, the other profiles, namely IEC 61850-90-3 [32] profile and IEEE Std C37.238-2011 [27] profile should be supported by 5G System.
[PR5.13.6-2] 5G system shall support at least one of the two profiles for synchrophasor communications: IEC 61850-90-5:2012 [29], or IEEE Std C37.118.2-2011 [31].
[PR5.13.6-3] The 5G system shall support the IEEE 802.1Q as defined IEC 61850-90-5 the QoS profile [29] 
Editor’s Note: The potential requirement to support parallel transmission of the same content with different QoS is FFS.
[bookmark: _Toc57676106]5.14	Energy Substation Surveillance
[bookmark: _Toc57676107]5.14.1	Description
The use case concerns the use of surveillance cameras in sensitive locations and the implications on telecommunications where that serves as the means by which the surveillance media data is collected in a remote location.
Closed-circuit video (CCTV) is the most bandwidth-intensvie of all utility applications. The data rates depend on the required resolution of images, number of colors and frame rate. There are existing standards that reduce this data rate considerably while still providing excellent video quality. During incidents (such as security breaches, equipment malfunctions and power outages,) a higher resolution can be used.
Many utility substations today use fiber optic cables to provide sufficient communications capacity to transport surveillance media data. This use case explores the use of 5G instead either as the sole means for transporting surveillance media data, or as a backup in case the primary means of transport (fiber) has been compromised. This could occur inadvertently if the fixed communication network suffers damage, or intentionally as part of a coordinated local attack that compromises substation security.
While it is often necessary and prudent to transport surveillance media data continuously, there are approaches that reduce this need, e.g. triggers based on motion detectors, tampering (e.g. with cameras, locks, etc.), heat sensors, etc. In addition, video analytics can identify suspicious changes in a field of view within the secure permiter, such as people present when they are unexpected, or people present at places within the secure perimeter for too long, etc. In this case, video could be stored locally and only transmitted on demand, or when triggered by an event. The design of a secure facility is beyond the scope of this use case. In any case, there are times in which transport of all surveillance data is needed – so the capacity model is based on this situation. This capacity may only be needed intermittently, for the reasons given above, or it may be required constantly. 
Some regulations however, e.g. NERC CIP in North America, require continuous live video transport from cameras monitoring the substation’s Electronic Security Perimeter.
Further, given the use of fiber optic cables, the networks are vastly over-provisioned. For this reason, even where regulation does not require constant video media transport for perimeter security, there is a tendency to transport all surveillance media, at all times. 
The most common video codecs used are MPEG-2, MPEG-4 and more recently, the Motion-Joint Photographic Expert Group (M-JPEG). The frame rate commonly used is 25-30 video frames per second. The resolutions often used, per the Common Interchange Format (CIF), are QCIF (176x120), CIF (352x240), 2CIF (704x240), and 4CIF (704x480). [19] This reference is 7 years out of date, though, and the current rate used by some energy utilities is now HDTV (1280x720) resolution.
For the purposes of this use case HDTV with continual media transport will be considered as the service requirement, as this is most realistic looking forward in time. 1280x720 * 8bit resolution * 30 frames per second = 2.4 (10)7 bits per second (uncompressed.) For H.264 compression (MPEG-4), this can be transported with 3 Mbps.
[bookmark: _Toc57676108]5.14.2	Pre-conditions
The substation has the capacity to generate surveillance data. The utility operator “U” needs for this data to be sent from the substation to a centeral operation center reliably, so they arrange services with a telecommunications service provider “T” for this purpose.
Surveillance cameras use mechanisms for mechanical panning, zooming and tilting (PZT) so they do not need to be more than high definition (HD). 
[bookmark: _Toc57676109]5.14.3	Service Flows
There are two potential service flows. 
1) Continuously transport surveillance media from the substation site to a central operation center.
2) When triggered due to local conditions or remote control, transport surveillance media from the substation site to a central operations center.
[bookmark: _Toc57676110]5.14.4	Post-conditions
The substation security has some assurance, as the substation surveillance media data that is generated on the site can be transported reliably to a central operations center.
[bookmark: _Toc57676111]5.14.5	Existing features partly or fully covering the use case functionality
The video rates described below can be supported by 5G. In fact, 4G suffices as a ‘backup’ mechanism to carry surveillance video data in some existing substations today.
Table 5.14.5-1: Transport of Surveillance HDTV KPI Requirements
	scenario
	User Experienced Data Rate
(Mbps per camera)
	Latency
(ms)
	Reliability
%
	Connection density
	Coverage (km)

	Surveil-lance HD camera media
	3 (up 5 if a lot is going on)
	[NOTE1]
	[NOTE1]
	~12/sub-station
	>=30km (city range)

	NOTE1: Media transport typically uses a streaming protocol that allows for buffering of media in the event of changes of latency (jitter) or intermittent failure. This may result in transient interruptions of the video stream, but does not result in loss of media. For this reason, no KPI target is given for these metrics.


[bookmark: _Toc57676112]5.14.6	Potential New Requirements needed to support the use case
This use case is included for completeness but no new requirements have been identified.


[bookmark: _Toc46160437][bookmark: _Toc57676113]6	Considerations
[bookmark: _Toc46160438][bookmark: _Toc57676114]6.1	Potential security considerations
[bookmark: _Toc46160439][bookmark: _Toc57676115]6.2	Potential charging considerations
[bookmark: _Toc46160440][bookmark: _Toc57676116]7	Consolidated potential requirements and KPIs
[bookmark: _Toc46160441][bookmark: _Toc57676117]7.1	Consolidated potential requirements
[bookmark: _Toc46160442][bookmark: _Toc57676118]7.2	Consolidated potential KPIs
[bookmark: _Toc27761209].
[bookmark: _Toc57676119]8	Conclusion and recommendations

[bookmark: _Toc57676120]Annex A: Underground 3GPP Access (Informative)
[bookmark: _Toc57676121]A.1	Description
The topic of this annex is transport networks, normally out of scope of 3GPP standardization. For this reason, the material is provided as an informative annex. 
Editor’s Note:	 This Annex may be restated in a different from than a use case in future.
This use case considers how to provide 3GPP access underground. Equivalently, this use case considers providing 3GPP access anywhere in which 3GPP access cannot penetrate.) The use case considers what actions to take from the perspective of a facility – to provide smart energy services to components that are located underground.
This is a relevant use case for smart energy because there are many facilities in the energy system which are either underground or inside structures that have thick walls with little or no ability for transmissions to penetrate.
There are essentially three possible approaches – as shown in Figure A.1-1, below.
[image: C:\Users\erik.guttman.CORP\AppData\Local\Microsoft\Windows\INetCache\Content.Word\underground-access.png]
Figure A.1-1: Underground Access Approaches
The radio access on the roof can be extended inside by means of a cable as shown in pink (e.g. coaxial cable, with support hardware) to provide radio access to an indoor station (on the lower right, underground.) 
Another approach is to provide a gateway and a wireless extension topology, as shown in green. This could provide backhaul to a 3GPP access station in the lower right. Alternatively, all access within the building and underground could be accomplished by means of non-3GPP access. The (fixed mobile) 3GPP access remains on the roof, as a gateway providing network access.
The third approach is to make use of the existing power line deployment in the building and underground as a means of providing backhaul to the underground access point. There are a number of Power Line Communications (PLC) standards that are already used to provide data access to the edge of the electrical network, especially to physical locations that cannot be accessed easily in other ways. 
[bookmark: _GoBack]Two prominent examples are Open PLC European Research Alliance (OPERA) [19] and G.9960 [20], which are used for support of Ethernet functionality over medium and low voltage power lines in a restricted range. In OPERA, information is modulated using OFDM with a set of 1536 sub-carriers. Effectively, this network provides an Ethernet over a power-line. G.9960 achieves PHY data rates up to 20 Mbit/s and highly robust communications with PHY bit rates up to 5 Mbit/s (using 4x repetition encoding.) 3GPP compenents can be integrated above this layer two standard that carries Ethernet frames.
OPERA achieves PHY data rates of up to 200 Mbps with a bandwidth of 30 MHz (this is typically not achieved in practice. Implementation is done in either 5 MHz or 10 MHz channels with much lower maximum PHY bit rate up to 40 Mbps and 80 Mbps respectively), for medium voltage (MV) cables. These throughput levels are not achievable at all in low voltage (LV) scenarios in which medium conditions are different to MV’s. (This is an area of current development at the time this document was written, with researchers currently performing tests to evaluate the LV scenario.) The evolution of Ghn defined in ITU standard G.9960 might be more adequate for LV broadband power line (BPL) and for this use case (use of the LV cabling within a building) because it was specifically defined for domestic cables.
Whereas adding a cable for range extension through a structure or wireless extension topologies entail extra planning, materials and complexity, power lines already exist in all (modern) structures. 
[bookmark: _Toc57676122]A.2	Pre-conditions
A facility will include components of the smart grid. The facility may either exist, or be planned and built from scratch. 
The builders provide an efficient and effective means to extend wireless communication for smart grid communications underground (or in a portion of the facility which cannot be penetrated by emissions for wireless communications.)
Figure A.2-1 depicts an example deployment architecture.
[image: ]
Figure A.2-1: Example Underground 3GPP Access Deployment using PLC
A PLC connection between the UE and the underground gNB has been configured. The UE has a preconfigured tunnel to the MNO’s network. The UE’s user plane tunnel transports both the user plane and control plane traffic of the underground gNB. The UEs that camp on the underground gNB have full 5G service, limited only by the (limited) bandwidth available (and added latency) due to the PLC and UE to gNB links.
[bookmark: _Toc57676123]A.3	Service Flows
The power lines in the facility are checked for their suitability for transmission of communications data. Power line communication termination is placed in the radio access station in the roof and the 3GPP access indoor station underground. Communications through the facility enable communication to be performed by the indoor station, then using the backhaul provided by the PLC, to communication via the access station on the roof.
[bookmark: _Toc57676124]A.4	Post-conditions
The facility has underground 3GPP communication without need for additional wires (for a coverage repeater) or an indoor wireless extension topology. While the performance of the underground access will be limited to the capabilities of the PLC performance, this suffices for the smart energy services operating in the underground location.
[bookmark: _Toc57676125]A.5	Existing features partly or fully covering the use case functionality
There are multiple ways that the configuration described in A.3 could be realized with existing 3GPP standards. For example, the indoor station could be a gNB whose backhaul is supported by means of PLC. 
Another possibility would be for the indoor station to provide non-3GPP wireless access underground. The PLC could provide backhaul to the rooftop UE. The rooftop UE would then provide network access through a PLMN.
[bookmark: _Toc57676126]A.6	Potential New Requirements needed to support the use case
This use case is included for completeness but no new requirements have been identified.
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