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Abstract: This document proposes a new use case on intelligent vehicles utilizing AI/ML, for TR 22.874.
	Use Case 


x.y Intelligent Vehicles Utilizing AI/ML 
x.y.1 Use-Case Description

This use-case is illustrative for a specific example but is readily extensible for more advanced scenarios involving disaster scenarios, rescue operations or even autonomous drone operations.  The key point of this scenario is the overlapping and independent machine-to-machine AI/ML transfer learning and inferencing among multiple services and 5G networks.

The scenario assumes that multiple independent AI/ML federated learning systems are available and networked together in a high-reliability, low-latency, high-bandwidth system optimized for machine-to-machine interaction.  The safest system assumes no human interactions. 
Disabled Intelligent Vehicle Response

[image: image1.png]



Figure 1 - Dangerous vehicle break-down hidden by a blind curve

On-board vehicle sensors detect the following: mechanical failure, speed reduction, GPS coordinates and a variety of technical parameters used by on-board AI models to immediately diagnose the failure and notify surrounding networks.  ML models contact the appropriate road-side assistant services and activate warning failure beacons.  AI use the gathered failure training data to refine prediction and prevention models that is anonymously shared with the vehicle manufacturer to refine further improvements.

Traffic Surveillance Camera and MEC Metro Traffic Safety System

Surveillance camera ML algorithms use image sensor to detect and categorize the type of accident.  This processed accident information is uploaded to the local near-edge MEC for model processing to suggest the immediate next course of action.  These models suggest an automated warning broadcast.  The automated response ML models have determined the position of the vehicle is especially dangerous due to the hidden blind curve and informs local Emergency Response Unit dispatch to send help to set up a traffic bypass earlier on the road.

Approaching Intelligent Vehicle Reaction
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Figure 3 - Approaching Autonomous Vehicle

On an approaching autonomous vehicle, sensor models have received multiple warning notifications.  On board models suggest appropriate automatic manoeuvres to move the vehicle to the far lane to avoid any danger. 

Weather Conditions

Extra data from temperature, rain/snow and other weather measurements are added to existing ML models to improve the entire response of the system.

x.y.2 Pre-conditions

The scenario described above assumes the following pre-conditions:

	Broken Autonomous Vehicle 
	Approaching Autonomous Vehicle 
	Road Surveillance Camera
	 Smart City Metro Traffic Control
	Smart City Emergency Services Network 

	Weather Network

	AI/ML Vehicle model has detected the fault.  All comm. systems are available & active. 
	AI/ML Vehicle models are all functioning properly.  All comms systems ready &active.
	Camera is powered, active and connected to the network.
	Software and comms are running properly.
	Software, Comms and emergency assets are running properly.
	Constant weather data is presented on the network.


x.y.3 Service Flows

The most robust AI/ML federated learning system ensures secure and anonymous privacy protection as dictated by law and other appropriate policies.  The service flows described below are all machine-to-machine AI/ML FL interactions designed for the lowest-latency response for maximum safety and security.  Each level of service may be owned and operated by a different organization.
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Vehicle to Vehicle

The stalled vehicle communicates AI/ML model data and warnings to other approaching vehicles (e.g. using V2X).  Approaching vehicle receives model data and adjusts local AI/ML situational model accordingly.

Traffic Surveillance Camera to Metro Traffic Control

Camera senses accident and sends notification with model data to traffic control.  Traffic control may use multiple cameras to cover the same incident and re-train and redistribute reference AI model accordingly.

Metro Traffic Control to Metro Emergency Services Network

AI/ML models use automation and prediction to send appropriate EMS vehicles to the accident site.

Stalled Vehicle to Manufacturer

Stalled vehicle sends AI/ML model data to automobile manufacturer to help diagnose the problem.  Manufacturer uses the information to improve product quality, reliability and performance.  FL techniques are used to improve on-board vehicle AI/ML model.

Stalled Vehicle to Metro Traffic Control

Stalled vehicle sends AI/ML model data to MTC to help warn others and improve MTC response models.  The specific blind curve location along with other regional data is used to improve all MTC responses.

Stalled Vehicle to Repair Service

Stalled vehicle sends AI/ML model data to repair service to ensure appropriate response vehicles provide proper tools and equipment.  Repair service response use FL techniques for constant model improvement.

Approaching Vehicle communication with Metro Traffic Control

MTC warns approaching vehicle of upcoming danger and depending on the SAE level of driving automation, the vehicle responds appropriately.

Approaching Vehicle communication with Weather Service

Weather Service warns approaching vehicle of weather conditions and depending on the SAE level of driving automation, the vehicle responds appropriately.

x.y.4 Post-conditions

All systems identified in this scenario use Federated Learning training to aggregate information from multiple sources to improve each AI/ML model.  Independent FL systems ensure that improved models are transferred back to each end-system to improve the overall safety and robustness of the next response.
x.y.5 Existing features partly or fully covering the use case functionality

[FFS]

x.y.6 Potential New Requirements needed to support the use case

NOTE: Requirements below focus on data model download for image recognition.
Applicable use-case models used by ML-Commons for AI/ML benchmarking are:
	DNN model for image recognition
	32 bits per parameter
	8 bits per parameter

	
	Size of the model (MByte)
	Required DL data rate (Mbps)
	Size of the model (MByte)
	Required DL data rate (Mbps)

	1.0 MobileNet-224 [10]
	16.8
	134.4
	4.2
	33.6

	SSD-ResNet34
	81
	648
	20.25
	162

	SSD-MobileNet-v1
	27.3
	218.4
	6.9
	55.2

	MASK R-CNN
	245
	980
	61.25
	245

	Deep Learning Recommendation Model (DLRM)
	400
	100
	100
	25


One assumption is that all model training and inferencing is continuous and require upload/downloads to occur in real-time to ensure the most accurate predictions.

	    User application
	Latency requirements

	
	Image recognition latency
	Model downloading latency

	Vehicle Detects Fault and Pulls Over to Avoid Accident
	8ms @120FPS
	~8ms

	Roadside Camera Detects Road Hazard and Warns Smart City Network
	8ms @120FPS
	~8ms

	On-Coming Traffic Detects Hazard and Avoids Accident
	8ms @120FPS
	~8ms

	Video recognition
	8ms @120FPS
	~8ms

	Smart City Detect Accident and Issues Local Warning
	10 seconds
	Slow

	Car Manufacturer/Insurance warned about fault
	10 minutes
	Slow


Requirements:
[PR-001] The 5G system shall support the functionality to enable AI/ML model downloading for image recognition with latency not higher than 8 ms.

[PR-002] The 5G system shall support the functionality to enable AI/ML model downloading for image recognition with DL data rate not lower than 1 Gbps ~ 3 Gbps.

[PR-003] The 5G system shall support the functionality to enable AI/ML model downloading for image recognition with communication service availability not lower than [99.999 %].
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