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Abstract: This document describes a use case and (possible) potential requirements.
	Use Case


x.1	Media quality enhancement: Video streaming upgrade 
x.1.1	Description
A user is playing a VR game on the cloud using their VR headset. The game is being rendered on the cloud and streamed down to the UE. The user wants to enjoy an immersive gaming experience which requires very high quality video, e.g. 8K per eye at 120 frames per second. The cloud game server can only produce 4K video data due to hardware, load, and networking restrictions. AI is used to upscale the 4K content into 16K content for a better user experience for the user.
The following figure shows an example of such a network:
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Figure 1. Example DNN-based Down/Up-scaler 
The Low Resolution video is streamed to the UE, which will process the video to infer the high resolution version. The down-sampling and up-sampling parts of the network are matched to produce best results. Any updates to the down-sampling part of network would require updates on the UE-side to the up-sampling part of the network. In addition to the LR version of the video, model weights and topology updates may need to be sent to the UE.
x.1.2	Pre-conditions
The remote gaming server generates streams metadata together with the stream that is extracted by running AI autoencoder on the originally captured content. 
x.1.3	Service Flows
1. Users starts a cloud VR gaming session on their HMD 
2. The game is launched on the cloud server and the game can start
3. The cloud server renders and captures the content and downscales it to 4K video
4. The cloud server also runs a DNN to produce a metadata stream that will be used for upscaling
5. The UE uses a reverse DNN network to upscale the received 4K stream into 16K. The input to the DNN is the 4K video and the metadata stream.
6. The UE renders the high quality 16K view on the HMD.
x.1.4	Post-conditions
The user enjoys a high-quality VR experience. 
x.1.5	Existing features partly or fully covering the use case functionality
[FFS]
[bookmark: _GoBack]x.1.6	Potential New Requirements needed to support the use case
[FFS]
Editor’s NOTE: plan (for later contributions) is to identify/add few communication KPI requirements, e.g. latency, data rate, reliability, possibly considering different coverage/capacity assumptions, AI/ML models and AI/ML split options.
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