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Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

<ACRONYM>
<Explanation>
DNN
Deep Neural Network
ML
Machine Learning
****NEXT CHANGE****
x.1
Cloud download for AI 
x.1.1
Description

In the post-5g era, the number of devices with machine learning capabilities (mobile phones, robots, smart cars, drones and IoT devices) is growing rapidly. One most important communication pattern is to download the Deep Neural Network (DNN) from the cloud server to the devices with machine learning capabilities. Take Intelligent escort robot for example, it needs different type of DNNs for voice recognition, facial recognition, emotional perception and other tasks.
DNN model can be divided into perceptive DNN and decision-making DNN. Mobilenet v3 [1] and nasnet-large [2] are two typical models for perceptive DNN. Alpha Star [3] is a typical model for decision-making DNN. The sizes of these models are listed in the following table.
Table X.1.1-1: Size of Typical DNN model
	Category of DNN model
	Name of DNN model
	Size of DNN Model

	Perceptive DNN
	Mobilenet v.3
	21MB

	
	Nasnet-large
	658MB

	decision-making DNN
	Alpha Star
	220MB


Depends on the storage capability of the machine learning (ML) devices, it may be required to download the DNNs from the cloud in real time. If there is enough storage capability locally in the ML devices, the devices can pre-download the DNNs from the cloud, which require not much real time transmission. If there is not enough storage capability in the locally in the ML devices, the devices cannot pre-download the DNNs from the cloud, which may require real time transmission of DNNs when needed.
The real time DNN download could also happen when:
-
the DNN in the ML devices is out of date; or 
-
the ML devices need multiple DNNs to handle multiple tasks and some DNNs are not pre-download due to shortage of storage.
x.1.2
Non-real time DNN download
x.1.2.1
Pre-conditions
For ML devices with enough storage capability, the ML devices could download all the needed DNN in advance.
-
An Intelligent escort robot with enough storage capability could pre-download all DNNs it needed for voice recognition, facial recognition, emotional perception and other tasks;
-
An unmanned aerial vehicle with enough storage capability could pre-download all DNNs it needed for image recognition and other tasks;
x.1.2.2
Service Flows
TBD.
x.1.2.3
Post-conditions

With pre-configured or pre-download DNN models, the ML device could be able to process raw data locally with DNNs and perform tasks correspondingly.
x.1.3
Real time DNN download
x.1.3.1
Pre-conditions
For ML devices with limited storage capability, the ML devices could not store large DNN models and therefore could not download needed DNNs in advance.
The ML device starts to perform some task and may establish a connection to the cloud server, for example:
a)
an Intelligent escort robot starts to play with a kid with pre-download DNN for mandarin; 
b)
an Unmanned aerial vehicle starts to perform monitoring task with pre-download DNN for city area; or
x.1.3.2
Service Flows
During an ongoing tasking, when the ML device detects some DNN model is needed and decide to download immediately a new DNN from the cloud server, the ML device should establish a connection to the could server (if not already connected to the cloud server) and download the needed DNN model within a short time that will not disturb the task ongoing:
a)
when an Intelligent escort robot hears a door bell and needs to welcome a visitor who speaks English or Cantonese, the Intelligent escort robot need to download the DNN for English or Cantonese without disrupting the welcome the visitor task; or 
b)
when the Unmanned aerial vehicle flies to a mountain area, the Unmanned aerial vehicle need to download the DNN for mountain area without disrupting monitoring task.
x.1.3.3
Post-conditions

With the downloaded DNN models, the ML device could be able to process raw data locally with DNNs and perform tasks corresponding:
a)
The Intelligent escort robot, once determining the language of the speaker, could smoothly welcome a visitor who speaks English or Cantonese with the download the DNN for English or Cantonese; or 
b)
The Unmanned aerial vehicle could continue the monitoring task in the mountain area with the downloaded DNN for mountain area without interruption.
x.1.5
Existing features partly or fully covering the use case functionality
For the use case of non-real time DNN download, there is no requirement for the transmission delay due to the pre-download of DNNs despite the size of DNNs.
x.1.6
Potential New Requirements needed to support the real time DNN download use case
For the use case of real time DNN download, the transmission requirement for the 5G system depends on the size of the DNN and the time that is needed to download the DNNs without disrupting any ongoing tasks. Table X.1.6-1 list some statistics of transmission requirement for typical use cases.
Table X.1.6-1: Transmission requirement for real time DNN download
	Category of DNN model
	Name of DNN model
	Size of DNN model
	Transmission time for DNN download
	Data rate

	perceptive DNN
	Mobilenet v3
	21MB
	1s
	168Mbps

	
	nasnet-large
	658MB
	1s
	5.264Gbps

	decision-making DNN
	Alpha Star
	220MB
	1s
	1.76Gbps


The maximum interval of uninterrupted individual perception is 200ms, which puts a much higher demand on transmission time and transmission rate, shown in the following table X.1.6-2.

Table X.1.6-2: transmission requirement for real time DNN download
	Category of DNN model
	Name of DNN model
	Size of DNN model
	Transmission time for DNN download
	Data rate

	perceptive DNN
	Mobilenet v3
	21MB
	200ms
	840Mbps

	
	nasnet-large
	658MB
	200ms
	26.32Gbps

	decision-making DNN
	Alpha Star
	220MB
	200ms
	8.8Gbps


[PR x.1.6-1] The 5G system shall be able to support downlink date rate up to 26.32Gbps for the real time DNN download without breaking the ongoing tasking in the ML devices.
[PR x.1.6-2] The 5G system shall be able to determine that an AI cloud download is being requested and the maximum latency that is acceptable for the download.
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