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3
Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

<ACRONYM>
<Explanation>
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x.1
Non-real time Federated Learning
x.1.1
Description

Data is the "oil" for the operation of artificial intelligence. At the present stage of AI development, the availability of large quantity and high-quality data has become an important factor restricting its further development. However, this rich data is often privacy sensitive, large in quantity, or both, which may preclude sending it to a data centre and training data there using conventional approaches. Federal learning is an effective way to address this challenge.  The decentralized approach Federated Learning leaves the training data distributed on the mobile devices, updates of models are then sent to a data center where these shared models can be aggregated locally.
Increasingly, phones and tablets are the primary computing devices for many people. The powerful sensors on these devices (including cameras, microphones, and GPS), combined with the fact they are frequently carried, means they have access to an unprecedented amount of data, much of it private in nature. A principal advantage of Federated Learning is the decoupling of model training from the need for direct access to the raw training data. 

This use case describes a typical example of Federated Learning and how future 5G System can help support Federated Learning.

x.1.2
Pre-conditions

There are three data owners: Data owner A, Data owner B, Data owner C. Data owner A, Data owner B, and Data owner C are AI enabled mobile devices which are able to support model training locally with necessary hardware and software configuration.
There is an Aggregation server that is trustable to Data owner A, Data owner B, Data owner C. 
x.1.3
Service Flows
The service flow for Federated Learning is described as following:
Step1: 

Data owner A downloads the current model with the version number, improves it by learning from data owned by Data owner A locally, and then summarizes the changes as a small focused model update A with version number plus one.

Data owner B downloads the current model with the version number, improves it by learning from data owned by Data owner B locally, and then summarizes the changes as a small focused model update B with version number plus one.

Data owner C downloads the current model with the version number, improves it by learning from data owned by Data owner C locally, and then summarizes the changes as a small focused model update C with version number plus one.
Step 2.

Data owner A sends model update A with corresponding version number to the Aggregation server, using encrypted communication.

Data owner B sends model update B with corresponding version number to the Aggregation server, using encrypted communication.

Data owner C sends model update C with corresponding version number to the Aggregation server, using encrypted communication.
Step 3.

the Aggregation server averages the model update A, model update B and model update C to improve the shared model, and send the updated model to Data owner A, Data owner B and Data owner C with corresponding version number.

if one update model from some Data owner is not received during one iteration round, or the version number of the updated model does not match the current version for the iteration, the Aggregation server shall only use the updated model with the correct version number to form the next share model. 
step 4.

Go to step 1 and continue Federated Learning with update model until model converges or Federated Learning is stopped.
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Figure X.1.3-1: Federated Learning Architecture
x.1.4
Post-conditions

The DNN model will evolve after every iteration of data train and model update, which will provide much smarter user experience to the user.
The recognition accuracy of the initial DNN model (DNN model version 0) could not be very high, for example 75%, which mean there is a possibility of 75% that the result of the identification is correct using the DNN model version 0. After the first round of iteration, the data owner receives the first updated version of DNN model (DNN model version 1) with recognition accuracy 80%.
Take Intelligent input method or image recognition for example, the recognition accuracy of the initial DNN model, 75%, is not very high, but acceptable. And the recognition accuracy will get higher as long as new updated DNN model are received during the Federated Learning procedure.
After Federated learning process converges, each Data owner will get a much smarter model, which mean the recognition accuracy approaches 100%.
x.1.5
Existing features partly or fully covering the use case functionality
Federated learning is an iterative process that relies on the participating terminal devices to communicate continuously in the iteration until the learning process converges.

Before the iteration starts, the data owner needs to download the initial model. During each iteration of the model training, the traffic that needs to be transport is just the update to the model. The following table lists some typical example for DNN model size and DNN model updates used in Federated learning.
Table X.1.5-1: Typical example of DNN model size and DNN model updates used in Federated learning
	Name of DNN model
	Initial size of DNN model
	Size of update of DNN model
	Time period to download
	Data rate

	Intelligence Input Method
	39M
	Less than 39M
	Hours~days
	Background service like

	speech recognition
	80M
	Less than 80M
	Hours~days
	Background service like

	image recognition
	21M
	Less than 21M
	Hours~days
	Background service like


For the DNN model used in Federated learning, there is no use case foreseen by this paper that needs DNN to be updated immediately for the following reasons:
1.
the initial DNN model is workable and can be used for local task and data training;
2.
every updated DNN model is workable and can be used for local task of data training before the DNN to be updated; and
3.
The DNN model will evolve after every iteration of data training and model update, however the evolution of the DNN model is a gradual process, hence there is no urgent reason to update the NDD model immediately.
Therefore, the date rate needed to transport the initial DNN model and the update of DNN model in the procedure of Federated Learning is already supported by the 3GPP system.
x.1.6
Potential New Requirements needed to support the use case
 [PR X.1.6-1] the 5G system shall be able to provide secure and suitable transmission capabilities to AI/ML based applications.
[PR X.1.6-2] the 5G system shall be able to provide information available in the 5G system that is required by the AI/ML based application to perform its tasks i.e. location of the UE and precise time.
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