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Abstract: This contribution proposes a resolution of the open question on the time synchronization budget for the 5G system.
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Discussion
The time synchronization budget allocated to the 5G system is a major open question in TS 22.104. That is, how much of the total end-to-end clock synchronicity budget in the most demanding case, i.e. 1 µs, may be consumed by the 5G system? (See Figure 1)

To resolve this question, assumptions need to be made as to how many hops (e.g. time-aware relays in case of IEEE 802.1AS) may be present outside the 5G system in reasonable deployment scenarios. In this document, the term “hop” is used to refer to a device implementing a clock and the related PTP instance (see [IEEE1588]).

One of the main benefits of 5G in an industrial automation environment is that it can replace many hops of a wired network with a single-hop wireless connection (as seen by the TSN network) that can reach any part of the factory. The 5G system, from the perspective of TSN time synchronization, is modelled as a single time-aware system. This is illustrated in the figure below.


[bookmark: _Ref38910485]Figure 1: Clock synchronicity budget for the 5G system (example with GM on NW-TT side and end station on DS-TT side)

In TR 22.832 clause 5.20, two main scenarios are considered when addressing the question of the time synchronization budget allocated to the 5G system:
· Sync master on the external TSN network and sync device(s) on the UE side (one radio link),
· Sync master on one UE’s side and sync devices on another UE’s side (two radio links)

Let’s break down the problem into three main segments.

Segment A: Grand Master clock on network side to 5G network ingress


The NW-TT function can be placed anywhere in the factory, including next to the GM clock. If multiple GM clocks are present in the factory (e.g. a global clock and one or more working clocks), then multiple NW-TT instances can be deployed in the factory and placed close to the relevant GM clock.

Since time synchronization is an essential part of TSN, the 5G network can and should be integrated with a TSN network in such a way that the number of hops between the GM clock and the NW-TT is minimized. It is therefore reasonable to assume that an upper hop limit will exist for practical deployments wherein there will be no more than two hops between a GM clock in the external TSN network and the nearest NW-TT instance.

Segment B: UE to end device


[bookmark: _Hlk38448037]It is unlikely that a large network will be connected behind a single UE. In other words, for the case where multiple end devices are connected to a single UE, they are likely to be in close proximity to the UE and connected through a single bridge such that very few hops would be needed. This could for instance be a mobile robot with a number of sensors and actuators, all connected to the same UE.

It can therefore be assumed that there will be no more than two hops between the UE (DS-TT) and any end device connected to it.

Segment C: Grand Master clock on UE side to UE


[bookmark: _Hlk38448554]When the GM clock is on the UE side, the UE (which is mobile by definition) can be placed as close as necessary to the GM clock. Potentially, the UE itself could be the location of the GM clock. It is therefore reasonable to assume that there will be at most one hop between the local GM clock and the UE.

Considerations about the smart grid case
In the smart grid application area, the use case with the most stringent requirement on time synchronization, namely 1 µs end-to-end, is that of ensuring synchronicity between phasor measurement units (PMUs), which are typically distributed over a large geographic area (see TR 22.804, clause 5.6.5). This is for instance important for fault localization in the electricity grid.

Today, PMUs are equipped with GNSS receivers to obtain the high-precision time reference necessary for the accurate timestamping of the measurements. Furthermore, due to the relatively high volume of data produced during fault events and the criticality of these measurements, wired connectivity is used, limiting the deployment of PMUs to substations that are connected by fibre to the rest of the network.

With 5G, PMUs could be distributed more widely, providing a more detailed view of the electricity grid’s performance. Furthermore, if 5G can provide time synchronization with sufficient accuracy, PMUs could be deployed without GNSS receivers or in places where free line of sky is not available.

Since precise time synchronization is an essential feature for PMUs, the UE ought to be connected directly to, or integrated into, the PMU. Regarding the GM clock, the only requirement is that all PMUs shall be synchronized to a common time reference. This can be any suitable time reference and is only required for the timestamping of measurements; it can therefore be the 5G system clock, which itself is typically derived from a GNSS. This is illustrated in the figure below.

 

It can therefore be concluded that for the PMU synchronization use case, there does not need to be any hop outside the 5G system involved in the distribution of time synchronization, meaning the PMUs themselves here become the UE receiving the timing packets. Hence, the clock synchronicity budget for the 5G system is <1 µs in this case.

Note: Other smart grid use cases may also benefit from time synchronization through the 5G system, but those have more relaxed requirements than the PMU synchronization case (e.g. differential protection as described in TR 22.804 clause 5.6.6, which requires 10 µs time synchronization precision).

Conclusion:
The 5G system offers endless flexibility as to the placement of the mobile devices (UE) and the 5G network edge function (NW-TT) on the shop floor. Yet, from a TSN point of view, the whole 5G system is seen as a single virtual bridge (or time-aware system), allowing to reach virtually any part of the shop floor with a very limited number of hops (as seen by the TSN network).

[bookmark: _Hlk38449925]The problem analysis provided in this contribution shows that a properly engineered solution integrating a 5G system into a TSN network can and should be designed so that the sync messages exchanged between a GM clock and an end device cross at most four hops external to the 5G system (when the 5G system is in the path).

[bookmark: _Hlk38449999]Assuming each of the four hops external to the 5G system implements a ITU-T rec. G.8273.2 class C clock (i.e., with 10 ns constant time error accumulating linearly and 5 ns dynamic time error accumulating as rms) and a total of six links contributing by 5 ns each, the resulting time error introduced by components outside the 5G system should be at most 80 ns. This translates into a time synchronization budget for the 5G system of ≤920 ns (1 µs – 80 ns).

Note 1: Today’s cellular networks are designed targeting 1.5 µs synchronization accuracy at the base stations (based on 5G TDD requirements). Requirements of better than 1 µs precision will require very significant re-engineering and standards enhancements.

Note 2: The number and type of hops considered in this analysis aim to derive a reasonable target for the time synchronization budget that the 5G system shall achieve in the most demanding case (application-level synchronicity requirement of <1 µs UE-to-UE). With more relaxed requirements and/or with more accurate external clocks, a larger number of hops can be accommodated outside the 5G system.

Proposal:
Based on the above analysis and allowing for some extra margin, it is proposed to specify the clock synchronicity budget for the 5G system as ≤900 ns for industrial automation use cases and <1 µs for smart grid use cases (for Rel-16 and Rel-17).
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