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Impacts 
	Affects:
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Classification of the Work Item and linked work items
2.1
Primary classification
This work item is a … 
	
	Feature

	
	Building Block

	
	Work Task

	X
	Study Item


2.2
Parent Work Item 
	Parent Work / Study Items 

	Acronym
	Working Group
	Unique ID
	Title (as in 3GPP Work Plan)

	
	
	
	


2.3
Other related Work Items and dependencies
	Other related Work Items (if any)

	Unique ID
	Title
	Nature of relationship

	840031
	New WID on Audio-Visual Service Production (AVPROD)
	Previous Rel-17 work covering VIAPA use cases and requirements (ref. TS 22.263)

	860009
	Study on traffic characteristics and performance requirements for AI/ML model transfer in 5GS
	Preceding study covering AI/ML model transfer


Dependency on non-3GPP (draft) specification: 
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Justification

Human-Computer Interaction (HCI) is more and more popular in our life. In order to better support Human-Computer interaction, multi-modality interaction should be better supported by 5G network.

Nowadays, human-computer interaction is often based on single-modality command, i.e. input information from one single source and output to a single destination. However, it is expected that multi-modality interaction, associated to fusion technology which aggregates information from more than one source, and multiple output information to more than one destination, would provide much more benefits such as: 
· More accurate understanding/interpretation of user inputs
· Faster and more secure response to user inputs
· Enables a more free and natural communication with the user
A couple of possible examples of such multi-modal interactions are the following:

· When using speech-based user inputs, it is not rare to see audio assistant misunderstanding user’s intention if conditions are noisier or different than usual (for instance if there is another person talking, or if the user is not able to speak with a clear voice). However, if speech input is associated to a video input, it becomes possible to use video signal to better read the speaker’s lips together with a microphone to get the speaker’s voice; hence offering a more accurate understanding/interpretation of the user inputs. 
· For user authentication, many technologies are used today (input codes, input drawings, facial recognition, voice recognition, 2-way authentication with mobile codes or apps, …) and while stronger security is always a plus for the user, it is also obtained thanks to more restrictive methods (such as 2-way authentication). By using multi-modal interactions, it becomes possible to use multiple inputs to provide stronger security while keeping burden lower on the user since inputs are captured at once all together.  
With AI/ML or other smart algorithms to fuse multi-modality information by cloud or edge, multi-modality interaction can not only understand human’s voice, but also correctly read gestures, facial expression, eye focus, etc. by microphone, ToF (Time of Flight) cameras, eye tracking technologies, etc. 

It is strongly expected that such multi-modality interactions will not only strengthen existing interactions, but it may also lead the way to new applications. Moreover, the use of AI/ML with multi-modal interactions can also help building finer precision models leading to a more detailed behaviour analysis and potentially better personal services/interactions.
4
Objective

The objective is to study use cases and potential service requirements for multi-modality (Inputs may come from one UE or multiple UEs while outputs may go to one UE or multiple UEs) communication. It includes but is not limited to:
· Studying the use cases and potential service and performance requirements for multi-modality.

· Gap analysis on performance requirements for multi-modality, e.g.

· Synchronization between multiple modalities.
· Coordination among modalities, e.g. QoS coordination.
· Data rate, latency, reliability, coverage and capacity, QoS, etc. for multi-modality.
· Security and privacy aspects.
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Expected Output and Time scale

	New specifications {One line per specification. Create/delete lines as needed}

	Type 
	TS/TR number
	Title
	For info 
at TSG# 
	For approval at TSG#
	Rapporteur

	"Internal TR"
	22.XXX
	….
	Dec. 2020
	Mar. 2021
	


	Impacted existing TS/TR {One line per specification. Create/delete lines as needed}

	TS/TR No.
	Description of change 
	Target completion plenary#
	Remarks
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Work item Rapporteur(s)
Dong Chen (chendong7@xiaomi.com) (Rapporteur) 
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Work item leadership

SA1
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Aspects that involve other WGs
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Supporting Individual Members
	Supporting IM name

	XiaoMi

	ABS

	Oppo

	Spreadtrum

	CATT

	Tencent

	

	

	

	

	

	


