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Discussion
This discussion paper includes the following aspects:

· Introduction of GUTMA including background, Aerial Connectivity Working Group (ACWG), present situation and commentary, some references. 
· Our views on some specific topics: Height above Ground Level (AGL), Velocity, Density Navigational Accuracy, Terminology, KPIs, e.g. bit rates, latency, and other communication parameters.

For 3GPP SA1 WG’s information, GUTMA has initiated some discussion between ACWG and 3GPP, and included the notes in this contribution. 
1- Introduction

1.1 GUTMA background

The Global UTM Association (www.gutma.org) is a non-profit consortium of worldwide Unmanned Aircraft Systems Traffic Management (UTM) stakeholders. Its purpose is to foster the safe, secure and efficient integration of drones in national airspace systems. Its mission is to support and accelerate the transparent implementation of globally interoperable UTM systems.

Since its establishment in 2016, the association has grown to over 70 members, representing 28 countries worldwide. As UTM systems and services are taking shape in pilot programs and demonstrations around the globe, various new actors apply to join the emerging industry. The diversity can be tackled in the current composition of GUTMA community: civil aviation authorities and air navigation service providers share their views with telecommunication companies, UAS manufacturers, drone operators and UTM service providers to identify the new solutions, roles and responsibilities in the UTM ecosystem.

1.2 GUTMA Aerial Connectivity Working Group (ACWG)
GUTMA is in the process of forming an “Aerial Connectivity” Working Group (ACWG).   The purpose of this working group is to work towards mending the misalignment between the cellular and aviation communities.  In anticipation of this, a group of interested individuals (mostly GUTMA members) has been meeting since July 2019 to begin working on this task.  Because the Working Group is not fully constituted within GUTMA, the present Discussion Paper is submitted on behalf of a subset of these individuals, rather than on behalf of GUTMA. 

1.3 Introduction to the present situation and commentary

A set of aviation stakeholders has reviewed S1-192796. We are suggesting some specific changes, but also this Discussion Paper to provide context and background.   We believe we can make some productive commentary, but there are some limitations:

· In general, UTM and in particular UTM/ATM integration is a fairly new topic, and the aviation community does not have a firm consensus on use cases and requirements.   We are submitting comment on this Release 17 document now because the 3gpp schedule requires it, but some of these matters are still uncertain.  A guess from aviation experts should be better than a guess from others outside the field of aviation, but they are still in some cases guesses.   Some of these KPI are active discussion topics currently in aviation, and will continue to be actively debated after TS22.125 is closed.
· With many new entrants coming into airspaces worldwide, there is a larger variety of stakeholders, from very small hobby vehicles to large passenger aircraft.   Therefore it is difficult to know what constitutes a complete review from “the aviation community.”  GUTMA and ACWG have a varied membership, and we did take input from a wide variety of company types, but cannot guarantee completeness of stakeholders.
· The CR S1-192796 essentially revises and inserts into TS22.125 the table in Section 7 of TR22.829.  There is very little context within TS22.125 and the CR;   and referring back to TR22.829, many of the use cases are not a 1:1 match with the CR.   So it is difficult to get a complete understanding of the context of each row in the CR.   For this reason (and also due to the aforementioned immaturity of aviation use cases), we did not attempt to unravel the details of every use case, make exhaustive commentary, nor look for completeness of the set of use cases.   Instead, we focused on those parts of the document that touch topics where there is relevant information known to the aviation community, and point to such information.  
As such, we do not view this as the definitive input from the aviation community, but rather as the first small step in what will be a long dialogue between our communities.  

This Discussion Paper accompanies a redline to CR S1-192796 submitted to the original authors (China Unicom et al) 

1.4 Introduction to some references

The aviation community does not have a single standards body such as 3gpp.  As a result there are many possible starting points for KPI for aviation communication.  A good list of standards can be found at [1], in Section 6.4.1.   As of this writing, the document is being revised for 2019, and it may include other documents from  the Reference section below.  Note that Section 6.4.2 of [1] also lists documents with Navigation requirements. 

In addition to these, JARUS WG5/WG6 are making renewed efforts to determine harmonized requirements for UAS communication.  GAMA (General Aviation Manufacturers’ Association) has formed an Ad-Hoc Data Communications working group that will study requirements pertinent to their members.  GSMA and CTIA have ongoing activities relevant to use cases and KPI (including but not limited to [13]).

1.5 Data storage

Files for Aerial Connectivity Working Group are stored at the following Google Drive, which is public:

https://drive.google.com/drive/folders/1bXyQz5f-KFGTWg2xNaQSJ2eGZROiSM3Q
For access issues contact lauren.w.wei@intel.com.

2- Background of Commentary on Specific Topics

2.1 Height Above Ground Level (AGL) 

Most generally speaking, there is interest from the aviation community in using cellular wherever it is present, and interest is not limited to low level air spaces.  This requires further two-way dialogue.  Since TR36.777 focuses mainly on lower level airspaces, the question of coverage at higher altitudes remains unresolved.   There are numerous individual reports of high altitude usage (up to 10,000ft) through terrestrial cellular networks, but the aviation community requests the cellular industry to perform more complete characterization of this issue.

The following are some relevant data points:

· Up to 400 ft / 120 m for UTM type operations:

· Initial discussions of UTM were conceived as focusing on areas with minimal presence of other aircraft.   ICAO Annex 2 [2] Section 4.6 stipulates that today’s manned aircraft operations (known in the aviation community as VFR/IFR operations) should be conducted 300m (1000ft) above ground and/or obstacles in crowded areas, and 150m (500ft) in other areas.   Each member state may vary from ICAO  rules
, but with 30m (100ft) separation, this suggests a target of 120m (400ft) for UTM operations below manned VFR.  This is the focus of [5] and [32] for example.  
· Up to 2000-3500 feet for UAM Operations: 
· Airbus and Uber tentatively suggest a maximum of 2000-3500 ft for UAM type operations (subject to change) 
· Up to 3000 feet for Private Pilot use cases: 

· ACI (www.secureav.com) is looking at use cases for private pilots, targeting up to about 3000ft [13]
· From 3000-10,000 feet

· ICARO-EU project shows use cases for high altitude cellular [6]
· Some networks are specifically optimized for aerial use, and have much higher coverage.  Examples are SmartSky and Gogo in the US, and (European Air Network) EAN in Europe.  Each of these three is targeting continuous coverage above 3000m / 10,000ft.   See for example [35].   A possible way to look at the requirement for standard terrestrial-optimized networks is that they should complement the coverage of these aerial-optimized networks.

So there is ample interest in services at high altitudes, but uncertainty about where service is available.  Therefore, our recommendation is to set a height requirement of 120m/400ft minimum to start, and recommend that services be provided up to 3000ft to the extent practical.

Sample UAM Mission Profile

See for example the following sample mission profile, reproduced from Uber Elevate [33], [34]
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2.2 Velocity

While there are a variety of use cases, we can set an upper limit with some confidence based on Appendix 4 of ICAO Annex 11 [4], which recommends 250 knots Indicated Airspeed (IAS) under 10,000ft for VFR flights. 

Specific countries may set lower bounds. For example in USA, CFR 91.117 sets a limit of 200 knots IAS with 4 miles of Class C and D spaces.

These still might be quite a high bound.   Airbus and Uber also put together this roadmap of expectations of typical ground speeds. 

	~2020 Package Delivery and Information Collection
	~2022 Multiple small operators
	~2024 Fixed Route / Early UAM
	2030 UAM 

	50kph typical
	50kph typical
	280kph
	280kph


Also, below is a quick aside on airspeed types:

· Indicated Airspeed = based on pressure of air entering a pitot tube;  it does not correct for weather or altitude (density).

· True Airspeed = corrected for density.  At higher altitudes, less air will be entering the pitot tube, and so TAS will be higher than IAS

· Calibrated Airspeed = includes small corrections for instrument and positional variations.  For example, at higher angle of attack, the pitot tube will be positioned differently.

· Ground Speed = speed over the ground, which mainly differs from CAS by the inclusion of wind.

Aviation typically uses knots, which is nautical miles per hour, which is 1.852 kilometers per hour.

The relevant speed for a flying UE versus ground infrastructure is ground speed.   Thus, some buffer should be added to the above numbers for wind speed.   One example histogram of wind speed measurements is shown in [49], and suggests a 95% CDF of around 5.8 m/s = 20.9km/hr.  This reference [49] is not a definitive aviation source, but only one example.   The stakeholders providing input on Velocity discussed and felt that adding 20km/hr for a total of 300 km/hr should be sufficient.  This is the genesis of the recommended speed in the CR.
2.3 Density

ACWG is not able to provide a concrete input on density yet.

There is much activity in ASTM WK62688 on traffic models, but current effort is on manned aircraft encounters, and so UAV traffic has not been extensively modeled.

NASA TCL4 used a density of 20 vehicles (16 simulated and 4 actual) in trials in Reno, in an area of approximately 1km^2  (this is unconfirmed and the final numbers will be published by NASA in January).   But this is just an example from a trial, it is not meant to be a specification of maximum density.

A study by Mitre of ADS-B [48] modeled a number of different density scenarios between 0.5 to 5 UAS / km2.

Several ACWG stakeholders discussed this, and concluded that the highest density might be near fixed ground infrastructure such as a package distribution center, or a vertiport.  Some figures could be concluded from the Uber Elevate Whitepaper [43], or from the parameters of the the vertiport design challenge from the 2018 Uber Elevate Summit (which implies a traffic density).   But since these are large vehicles, this might not approach the density of aerial UE around a package distribution center.   

No package delivery company has provided numeric inputs on maximum density to ACWG yet.

The density figure in the 3gpp CR comes from Annex A of TR22.829, and involves a set of drones providing video surveillance.  This is a reasonable use case and a well-documented derivation, but there is no reason to believe it represents a maximum density.

Therefore, suggesting a density requirement for C2 and Nav services to airborne UE in general requires further work.

Note also that vehicle density and traffic density are different.   While fully automated flight might lead to high densities of vehicles around ground based infrastructure, they do not necessarily lead to high traffic density, since the minimum data rate for safety-related C2 traffic is not large.   A much lower density of vehicles transmitting 4K video would have a more significant impact on the cellular network.

2.4 Navigational accuracy

Based on conversation with China Unicom (the original auther of the CR), it is our understanding that the positional accuracy in table 7.1-1 is not meant to be safety related.   It is pertinent only to the use case.  This should be clarified, because parts of 22.829 imply the opposite.   

Because 3gpp networks can provide positioning, it is recommended to separate this as a service.

Navigational accuracy in aviation is often classified per the tables in [8] and [9].  Because these were developed with large aircraft in mind, in the recent Remote ID specification [7] the tables for NACp and GAV in [8] were extended with smaller values, as follows:

	Horizontal
Accuracy
	0: ≥ 18.52 km (10NM) or Unknown
1: < 18.52 km (10NM)
2: < 7.408 km (4NM)
3: < 3.704 km (2NM)
4: < 1,852 m (1NM)
5: < 926 m (0.5NM)
6: < 555.6 m (0.3NM)
7: < 185.2 m (0.1NM)
8: < 92.6 m (0.05NM)
9: < 30 m
10: < 10 m
11: < 3 m
12: < 1m
13-15: Reserved
	This is the NACp
enumeration from ADS-B.
Value 12 was added for a
more complete range for
UAs. 95% accuracy bound
(estimated position
uncertainty).

	Vertical
Accuracy
	0: ≥150m or Unknown
1: <150m
2: <45m
3: <25m
4: <10m
5: <3m
6: <1m
7-15: Reserved
	This is the GVA
enumeration from ADS-B.
Values 4-6 were added
for UAs. 95% accuracy
bound..


At present RTCA and ASTM are working on DAA standards (such as [10], [11], and [12]), but do not have any different tables than the above.

Note that [8] and [9] contain other fields such as NIC (Navigational Integrity Category) for integrity and outlier detection.   The commentary in the CR redline does not exhaustively cover all the tables of DO-260 and DO-282.

Aviation stakeholders have also frequently expressed concern about integrity of GNSS, since it is easily spoofed or jammed.   Therefore, if location or timing is reported, it will  be important to know if the Base Stations were using GNSS or some non-GNSS method (such as IEEE 1588) to synchronize their timing. Even if GNSS-independent data is not precise, the fact that it is GNSS-independent is valuable to aviation stakeholders.  For example, it could provide a means of discerning GNSS spoofing/jamming events, which is by itself valuable even if the redundant location data serves no other purpose.

It was further raised in discussion with 3gpp that :  (1) OTDOA will typically have dilution of precision problem in the vertical direction, due to the near-planar location of land-based stations;  (2) a mobile operator could, in theory, intentionally influence or improve horizontal dilution of precision by selection of base stations; (3) in mmw beam usage could provide another means of location.    These are all territory for further co-working between cellular and aviation.
Aviation stakeholders also expressed that they may do elaborate position calculations that involve data not present in the 3gpp network.  This could involve vehicle performance, or detailed terrain point clouds that predict whether GNSS receivers are experiencing shadowing or multipath from each specific satellite when received at the location of the vehicle.  Therefore another recommendation was for 3gpp networks to provide, to the extent possible, the most raw form of data to aviation users.  This might be for example simply times of arrival of 3gpp signals, and locations of each receiver reporting a time of arrival.

It was raised late in the discussion process that although the tables in TS22.261 have independent horizontal and vertical accuracy, the tables in the CR did not.   As a general principle, ACWG members supported independent fields for horizontal and vertical accuracy, for various reasons, including: (1) the accuracies of sensors may be unequal in these directions; (2) the significance for aviation purposes may be different in these directions.
2.5 Terminology

With many standards group, consistency of terminology is a problem.  Comments on terminology are from references [14], [15], [40], [41], [42], and [44].   In particular, it is suggested by ACWG to synchronize 3gpp terminology with [44], because it is a recent collection including previous efforts and more specifically on-point for 3gpp UAV-related SI and WI.

2.6 KPIs: Bit rates, latency and other communication parameters.

General Comments on communication terms

The definitions of Latency and Reliability defined in the 3gpp documents vary from that used in, for example, RTCA specifications.   Documents [18], [19], and [20] define and use an explicitly defined set of parameters such as Latency, Transaction Time Expiration, 95% Transaction Time, Reliability, Availability, Continuity, and Integrity.   It is beyond the scope of this Paper to review this, but we point out that there are some differences in terminology and definitions.   The comments here assume the 3gpp definitions.

A longer term goal should be to make use of more uniform terminology between the two communities, or establish precise translations between aviation terms and 3gpp terms.

Table 7.1-1 Payload Cases

The most consistent request from ACWG members was the all the tables in the CR should be clearly differentiated between those services that are safety-related (C2), and those services that are not safety-related (Payload).

Services that are safety-related will be subject to a high degree of regulation, and need to be specified with clearly understood parameters that may be invoked in regulation, so that cellular services can clearly provide a “means of compliance” with regulation.   Because regulation is a slow process, there is more importance placed on freezing performance specifications as early as possible for safety-related services.

Requirements for services that are not safety-related will be influenced by a wide variety of business models and practices that may evolve unpredictably over time.   For these services, the market may find what works and what doesn’t with more freedom.

As a result ACWG focused mainly on providing inputs for Table 7.2.    However, note that there is still some confusion as to whether some of the services in table 7.1-1 are safety-related or not.  For example, video that is used for the purpose of assisting and RPIC (Remote Pilot In Command) with collision avoidance is safety-related.  Further details are related in the informal discussion notes at the end of this Paper.

For Payload cases, Skyward provided [45] and [46], which embody the most complete inputs from any ACWG member on payload use cases.   There are not repeated in this Discussion Paper, but should be considered as part of it.   

Significant gap still exists in the discussion, and a list of ongoing questions and points are in the section of this paper entitled “Informal discussion notes between 3gpp and ACWG”.   

Table 7.2-1 and 7.2-2 - C2 Cases

Many aviation stakeholders expressed that it is difficult for them to correspond Model A- Model D in TR22.829 with expected UTM deployment architectures.   We recommend referring to diagrams such as Figure 3 in [5], or Figures 5 and 26 of Annex K of [34], and Figure 1 of [36].   A diagram more specifically focused on C2 options can be found at [37]

It is beyond the scope of this Discussion Paper to treat the topic exhaustively.  We will leave it as three 

main points:

· The diagrams of TR22.829 are hard for aviation stakeholders to interpret.

· II was not clear that any row in Table 7.2-1 corresponded to fully automated flight under UTM, so we propose to add a row for that.

· It appears that Mode B in Table 7.2-1 and the whole of Table 7.2-2 together comprise direct stick flight by an “FPV” (First Persion View) video link, and so we put comments on that cases under these two tables.

Table 7.2-1 Automated Flight under UTM

For this case of highly automated flight under UTM, ACWG received the  inputs described below from NASA from TCL3 and TCL4 trials (Technical Capability Level 4, see [39] for more information).  This is only one example, and there are other advanced trials in the world.  But it is instructive to consider the parameters of this example.

In these trials, NASA and the TCL participants chose to have the UAV report to the network 1 time per second, with a list of Flight Essential Telemetry.   This is still under discussion and revision, and to be published early next year [38].  However, this is currently about 21 parameters, so assuming 32 bit float for each, that is 84Bytes per second. 

This message is sent once per second, and should be acknowledged.  If the message fails to arrive with acknowledgement for 30 seconds, then the flight is considered “rogue”.   This is a highly undesirable situation, and so represented by 99.99% “reliability” in the recommended CR changes.   This is still a fairly low requirement on reliability though, because by the definition of Reliability in the CR, the long latency loosens the reliability requirement.  [NOTE:  Later in the discussion process, this “time of interruption” concept was separated from the latency/reliability concept in the CR, and so latency and reliability were both reduced, and the “maximum interruption time” was moved to a “NOTE” at the bottom of the table]

In the UAV-terminated direction, the USS sends a message also every 1 second, and this should be acknowledged.  Normally this message would be very brief, essentially only saying “I have nothing to say.”   However, this empty keep-alive message notifies the UAV that it is up-to-date on dynamic restrictions (i.e., the UTM system has no new dynamic restrictions to convey)
.   The UAV transitions to a “rogue” state if it does not receive this message for 300 seconds, because it might be out of date with dynamic restrictions.   Again, this is highly undesirable and thus merits a 99.99% reliability goal in the table.  Again, this is not a tight reliability requirement, in view of the long latency allowed.  

The above information explains the genesis of parameters proposed to be added to the Table 7.2 in the CR.  

See also [47] which gives more detail on this use case.

Note that Skyward indicated telemetry rates of 12kbps-30kbps including all overhead, from [45] and [46].  There are still many differences between implementation between AWCG members.   However, even 30kbps is quite a bit lower than any kind of imaging, and still a low number for 3gpp networks.   The final requirement suggested was 12kbps.

Note that the present commentary does NOT include off-nominal scenarios such as re-plan due to an emergency flight, incursion by a non-participating vehicle, a vehicle malfunction, a dynamic restriction, or any other reason.   This scenario could conceivably benefit from low-latency communication in both directions, to essentially repeat the strategic de-confliction process at high urgency for vehicles already in the air.  However, there are not yet mature requirements on this topic in the UTM community.

Table 7.2-1 Mode B and 7.2-2 Video - direct stick flight by FPV

ACWG members were  focused much more on automated flight under UTM than on direct stick flight by FPV video.   Some comments were provided on the latter, but only because it is in the Table, and ACWG members had some opinion about the numbers there;  none of the stakeholders who actively contributed or reviewed this paper spoke up to say that this is an important case for cellular connected UAVs.

Also, there was some discussion with RTCA about the use case of [19] and [20].   RTCA clarified that both documents assume that the aircraft has an autopilot and that all "aviate" commands are through an autopilot.  DO-377  excludes use of "stick and rudder" direct control of the UAS.  RTCA further advised that :  (1) high latency risks pilot induced oscillations (PIO); (2) susceptibility to PIO depends very much on the precise control scheme.   It is quite different to have a human controlling aileron and elevator of a traditional aircraft with a stick, versus having a human control the movements of a typical hobby drone with a stick.    In the former case, the human is literally “in the control loop”;   in the latter case, the vehicle is typically highly automated and the sticks are only issuing higher level movement commands.   For any particular control scheme, experimentation would be required to determine exactly what point latency would make the system unusable.

Therefore, the scenario for flight by FPV video seems insufficiently defined to generate clear latency requirements.  LikeaBird also pointed out that latency and flight speed could be related (e.g., knowing the current latency, the vehicle could limit control rates or vehicle speed).

Also several stakeholders were in consensus that the most important latency parameter should be total latency of :  

· Video capture and encoding time + 

· transport latency from UAV to application on ground  + 

· video decode and any other application latency to present image to pilot + 

· pilot reaction time to move stick + 

· transport time of stick commands to UAV (including application layers on both ends).   

Only a subset of these are captured in this specification.  TR22.829 does not appear to shed light on this use case, because we could not discern which of the references to video in TR22.829 is related to this case. 

See the informal discussion notes for the genesis of the numerical comments on flight by FPV video.    

Table 7.2-1 Autonomous Navigation Infrastructure

Skyward identified in [45] and [46] an additional use case labeled “Autonomous Navigation Infrastructure.”  This use case leverages 5G and MEC for an autopilot on a drone to rapidly communicate with surrounding infrastructure for navigational support.   This kind of method might be used to approach ground infrastructure such as a package distribution center or a vertiport.   The reason for a separate flight mode is that vehicle density will be high in this case, but range to the infrastructure will be short.   Such ground infrastructure may be equipped with additional surveillance, communication, or navigation assistance capabilities which can be used in the immediate vicinity.  Therefore, there may be additional information exchanged between the infrastructure and multiple vehicles to manage this mode.
Preemption of Payload by C2

DO-377 [20] Section A.5.3 suggests that C2 should be able to  disable payload in the case where a shared link is used for both.  This is the basis of a recommended change in Section 7.4 of the associated redlined CR.

The language in DO-377 is “The capability for the C2 Link System to support turning off the systems within the payload.”
Informal discussion notes between ACWG and 3gpp

In the course of preparing this paper and the related CR, ACWG members had several calls and emails with the original authors of the CR.  The notes summarize some of these discussions.

Altitude

THe 3gpp authors didnot favor a statement such as “as high as possible”, becuase it is too vague.  This was discussed in Oct 29 ACWG meeting, and a backup proposal was to indicate that it is desireable to work up to 3000ft AGL.   This captures the next tier of use cases, and ACWG members reported (at least anecdotal) measurements indicating that this kind of altitude is within reach of standard terrestrial networks (i.e, not optimized for aerial use).  Therefore, this is the recommended position in the CR.

Navigational Services

Some ACWG members had indicate a desire to receive raw data, because receiving a final location calculation from a several subsystems is less optimal that receiving raw data from a subsystem (which can be combined with raw data from other subsystems for a final position conclusion).  However, 3gpp members mentioned that Cellular Operators might not want to disclose all the data (tower locations) that would allow aviation users to do their own OTDOA calculation.  It was suggested that users should rely instead on a service agreement that contains a certain performance level for location.  Also, it was pointed out that cellular operators can do things that the end user cannot - such as intentionally cause the UE to handover to a specific base station in order to reduce dilution of precision of OTDOA.     

Disclosing a reliance on GNSS in position calculation was also much discussed.  THe rationale from the aviation stakeholders is that cellular OTDOA is most valuable if it represents a truly redundant source of location.  There is much concern about GNSS jamming or spoofing affecting aviation.   Aviation users might have independent sources to know about GNSS jamming or spoofing events (including which specific GNSS system is being jammed or spoofed at any moment), and therefore might know to not rely on cellular Nav service,  if such service in turn relied on a problematic GNSS system.    In other words, if OTDOA measurements are used in a cellular position calculation, and the involved Base Stations are out-of-sync because one or more of them relied on spoofed GPS data for timing, then the entire OTDOA calculation could be invalid.    Since other non-GNSS means of synchronization (such as IEEE 1588) are believed to be deployed in the market, it would be instructive for aviation users to know whether synchronization relied on GNSS or not.

It was also discussed whether inputs should go into this CR, or into some other document (such as a CR to TR22.261).   ACWG members didn’t have opinion on which document is most appropriate.

3gpp delegates point out existing positioning requirements from SA1 as below.  It is in TR22.261.   Therefore, aviation requirement can focus on items not already provided for.

	Positioning service level
	Absolute(A) or Relative(R) positioning
	Accuracy

(95 % confidence level)
	Positioning service availability
	Positioning service latency
	Coverage, environment of use and UE velocity

	
	
	Horizontal Accuracy

 
	Vertical   Accuracy

(note 1)
	
	
	5G positioning 
service area
	5G enhanced positioning service area

(note 2)

	
	
	
	
	
	
	
	Outdoor and tunnels
	Indoor

	1
	A
	10 m
	3 m
	95 %
	1 s
	Indoor - up to 30 km/h

Outdoor

(rural and urban) up to 250 km/h

 
	NA
	Indoor - up to 30 km/h

	2
	A
	3 m
	3 m
	99 %
	1 s
	Outdoor

(rural and urban) up to 500 km/h for trains and up to 250 km/h for other vehicles
	Outdoor

(dense urban) up to 60 km/h

Along roads up to 250 km/h and along railways up to 500 km/h
	Indoor - up to 30 km/h

	3
	A
	1 m
	2 m
	99 %
	1 s
	Outdoor

(rural and urban) up to 500 km/h for trains and up to 250 km/h for other vehicles
	Outdoor

(dense urban) up to 60 km/h

Along roads up to 250 km/h and along railways up to 500 km/h
	Indoor - up to 30 km/h

	4
	A
	1 m
	2 m
	99.9 %
	15 ms
	NA
	NA
	Indoor - up to 30 km/h

	5
	A
	0.3 m
	2 m
	99 %
	1 s
	Outdoor

(rural) up to 250 km/h
	Outdoor

(dense urban) up to 60 km/h

Along roads and along railways up to 250 km/h
	Indoor - up to 30 km/h

	6
	A
	0.3 m
	2 m
	99.9 %
	10 ms
	NA
	Outdoor

(dense urban) up to 60 km/h
	Indoor - up to 30 km/h

	7
	R
	0.2 m
	0.2 m
	99 %
	1 s
	Indoor and outdoor (rural, urban, dense urban) up to 30 km/h

Relative positioning is between two UEs within 10 m of each other or between one UE and 5G positioning nodes within 10 m of each others (note 3)


Table 7.1-1

In addition to [45] and [46],   Skyward also provided the following questions/commentary on Table 7.1-1 which was discussed in emails and conference calls:

Overall:

· There is too much use-case redundancy. 

· Video streaming is mentioned in Use Cases 1, 3, 4, 6, 7 and they are not clearly differentiated.

· It would make more sense to order the Use Cases from least to most demanding, so it somewhat makes a roadmap. Roughly: reorder to 5, 7, 4, 2, 1, 3 and remove 6 (as discussed below).

· The "Region" column can be improved for clarity.  How is "rural" different from "scenic area" or "countryside".  Propose to just use rural and urban.
· In each use case I don't understand the "UAV terminated" bandwidth.  Where did these numbers come from?  e.g. why do you have to send 50Mbps to the drone for AI surveillance?
· Why is End-to-End Latency of 20ms required for so many use cases? Where does this come from? All latencies below 100-150ms are almost “Near Real-Time“ and should only be applicable for use cases in which a pilot is directly controlling an aircraft and must have rapid reaction time to avoid crashes.

· There is a mash of terms Use Case and Services. This is confusing. The title is "services provided by the UAV" - but should it be?

· Where did some of the info in the notes come from - particularly things like "sloshing coefficient"?

· Have any of these requirements been validated through field testing?

Use Case 5: Telemetry:

· The 12kbps (0.012 Mbps) estimate of telemetry was an early estimate Skyward provided in other documentation before additional flight testing occurred.  Skyward’s baseline rate for telemetry from flight testing is about 30kbps.  That number includes everything (Timestamp, headers, uuids, base64 encoding, etc).

· However, this rate is so small compared to video.

Use Case 6: Real Time Video

· This one is redundant.  How is "Real-Time Video" different from "Use Case 7: Video Streaming"

· The use case is called "Real Time Video" yet the data rate explicitly says "w/o video"?

· With such a low data rate, this looks more like it should be real time direct command and control, and perhaps paired with “video streaming” it becomes a first person view piloting use case?

There is no use case that lines up with a "Low Bandwidth Data" service we've identified.  This would be like ~1Mbps data transfer of payload info like photos at regular intervals.

· These bandwidth requirements in Table 7.1 jump pretty dramatically from telemetry bandwidth at <<1Mbps all the way up to HD video bandwidth at >>1Mbps

· Would be nice to have a more gradual path of use cases.

There is no use case that lines up with a machine-to-machine “Autonomous Navigation Infrastructure" use case we've identified.  This use case leverages 5G and MEC for an autopilot on a drone to rapidly communicate with surrounding infrastructure for navigational support.   This kind of method might be used to approach ground infrastructure such as a package distribution center or a vertiport.   The reason for a separate flight mode is that vehicle density will be high in this case, but range to the infrastructure will be short.   Such ground infrastructure may be equipped with additional surveillance, communication, or navigation assistance capabilities which can be used in the immediate vicinity.  Therefore, there may be additional information exchanged between the infrastructure and multiple vehicles to manage this mode.
Table 7.2-1

· Table 7.2 Refers only to the size of the payload.  Once headers are added, the size of the message could inflate. If you were just to use the payload numbers in this table and try to get to that 30kpbs number in Table 7.1 you would have trouble because so much isn't accounted for

· The latency numbers in Table 7.1 and 7.2 do not align.  Use case 4 for direct C2 with a controller has a 20ms latency, but "Mode B" in Table 7.2 lists a 40ms latency, though those are essentially the same use case.  These need to be brought into alignment.
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