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----------------------------------------------------- Start of the 1st change --------------------------------------------------------------
[bookmark: _Toc21011486]4.3	Survival time vs. consecutive message loss
Survival time is defined in TS22.104 as "the time that an application consuming a communication service may continue without an anticipated message". It has been identified as one influential quantity for periodic deterministic communication (Table 5.2-1 in TS 22.104). The survival time indicates to the communication service the time available to recover from message delivery failures. The survival time can be expressed as a time period or, especially with cyclic traffic, as a maximum number of consecutive incorrectly received or lost messages that can be tolerated without causing an application layer failure.
An example for periodic communication is given in Figure 4.3-1. The automation application delivers the messages to the ingress of the communication system at a given transfer interval. When the messages are correctly received, it is labelled as per message network status "UP" as well as communication service status "UP"."UP TIME" of the communication service as well as "UP TIME" from the application’s perspective. 
The incorrectly received or lost messages lead to the per message network status "DOWN” TIME" of the communication service. In practice, if there is no message correctly received within the receiving window (e.g., based on the transfer interval and the latency), it will be considered as per message network down time. If the down time is within the limit of the pre-defined survival time such transmission errors can be compensated by the network and the application. Examples of for the network layer and the application layer compensation can be extrapolation of missing data acknowledged transmissions or repetitions. A Communication service failure occurs when more consecutive messages are lost than the survival time allows, which also leads to a failure on application layer. In an application layer failure situation, the application has to be stopped and restarted again after the communication service has recovered – this is represented by the application recovery time in Figure 4.3-1.

Figure 4.3-1: survival time vs. message loss
Survival time (which can be expressed as maximum allowed consecutive message loss) is an important influential quantity parameter, as specified in TS 22.104. It is closely related to the following two "characteristic parameters":
communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.
NOTE:	The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable if an expected message is not received within a specified time, which, at minimum, is the sum of maximum allowed end-to-end latency and survival time.
communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions.
NOTE:	Reliability may be quantified using appropriate measures such as meantime to failure, or the probability of no failure within a specified period of time.
Compared with "survival time", in some cases "maximum allowed consecutive message loss" seems a better indicator to be taken into account for 5G system. It may be necessary to map the maximum allowed consecutive message loss to the maximum allowed consecutive packet loss in a 5G system, which depends on factors such as survival time, transfer interval and the message size.
Moreover, it is important for an application to understand the probability of a failure (i.e. exceed the maximum allowed consecutive message loss).
Editor’s notes: it is FFS on how to map the maximum allowed consecutive message loss to the maximum allowed consecutive packet loss in a 5G system.
 	It needs to be clarified whether or not "a message" (i.e., a protocol data unit that an automation application sends to communication system for delivery) can be mapped 1:1 to "a packet" in the 3GPP system (i.e., a PDU (e.g. IP packets) that is processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) and then is delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access)). It also needs to be clarified that how to define this indicator when the transmission repetition is used during the "DOWN TIME".
 	It may also be worth knowing on how to map such a message further to one or multiple Transmission Block at the PHY layer in RAN of a 3GPP access given the required latency and reliability requirements are met.
----------------------------------------------------- End of 1st change --------------------------------------------------------------
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