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----------------------------------------------------- End of the 1st change --------------------------------------------------------------
----------------------------------------------------- Start of the 2nd change --------------------------------------------------------------
[bookmark: _Toc20494747]5.1	Overview
There are two fundamental perspectives concerning dependable communication in 5G systems: the end-to-end perspective of the communication services and the network perspective (see Figure 5.1-1).
[image: ]
Figure 5.1-1: Network perspective of 5G system 
The Communication Service in Figure 5.1-1 may be implemented between a UE on the one side and a network server on the other side, or between a UE on the one side and a UE on the other side.
In some cases, a local approach (e.g. network edge) is preferred for the communication service on the network side in order to reduce the latency or to keep sensitive data in a non-public network on the factory site.
The tables in Clauses 5.2 through 5.5 below provide sets of requirements where periodicity and determinism are critical to meeting cyber-physical control application needs in various vertical scenarios. While many use cases have similar KPI values in some cases, the important distinction is that in order to meet the needs of different verticals and different uses, the 5G system will need to be sufficiently flexible to allow deployment configurations that can meet the different sets of KPIs specific to each use. 
Clock synchronisation is needed in many "vertical" use cases. The requirements and tables in Clause 5.6 provide specific criteria for managing time sensitive communications in an industrial environment.
High accuracy positioning is becoming essential for Factories of the Future. The reason for this is that tracking of mobile devices as well as mobile assets is becoming increasingly important in improving processes and increasing flexibility in industrial environments, Clause 5.7 provides positioning requirements for horizontal and vertical accuracy, availability, heading, latency and UE speed in an industrial use case scenario.
Communication Service Availability is considered an important service performance requirement for cyber-physical applications, especially for applications with deterministic traffic. Although the communication service availability cannot be directly measured by the network, the communication service availability requirementit is the combination ofdependent on the application latency, survival time, end-to-end latency and reliability requirement for the 5G system., because the system is considered unavailable to the cyber-physical application when an expected message is not received (e.g. transfer time (actual latency) is greater than the maximum end-to-end latency) by the application after application’s survival time expires. The interrelation between network, communication service and application is described in Annex C.3, while a translation function between network layer metrics and communication service availability and reliability is presented in Annex C.6.
An example of the relationship between network reliability, survival time configuration and communication service availability of a logical link is illustrated in the following Table 5.1-1.
Table 5.1-1: Example of relationship between communication service availability and reliability when survival time is equal to transfer interval.
	Communication service availability
	Reliability
( as defined in TS 22.261)

	99,9999 %
	99,9 %

	99,999999 %
	99,99 %

	99,99999999 %
	99,999 %

	99,9999999999 %
	99,9999 %

	99,999999999999 %
	99,99999 %



----------------------------------------------------- End of the 2nd change --------------------------------------------------------------
----------------------------------------------------- Start of the 3rd change --------------------------------------------------------------
C.x	Derivation of communication service availability and reliability from network performance metrics
This section presents a mapping function between communication service availability and reliability requirements and network performance metrics.
Throughout this section the term “packet loss” or “packet failure” is used to refer to an event in which a protocol data unit (PDU), e.g., an IP packet containing sensor updates, is not successfully delivered within a specified deadline to the target PDU layer (e.g., UPF). It is assumed that an application-level message fits in one packet on the network level.
C.x.1 Overview
Communication Service performance metrics (i.e., availability and reliability) are considered as important service performance requirements for cyber physical applications, especially for the applications with deterministic traffic. In fact, all the requirements in Clauses 5.2-5.5 are defined on communication service level. Although the communication service availability and reliability cannot be directly measured by the network, they are the combination of survival time, availability, and reliability on network level. This clause describes a method resulting in closed form equations translating network layer metrics to communication service availability and reliability. With this method, the fulfilment of communication service requirements could be assessed by solely performing network layer measurements. Figure C.x.1‑1 illustrates a functional overview of the method.

[image: ] 
Figure C.x.1-1: Functional overview of the mapping between communication service performance and network performance metrics
C.x.2 Terms
This clause defines supplementary terms used for the derivation of a mapping function between communication service performance and requirements on the one hand, and network level performance and requirements on the other hand.
Survival time (as described in Clause 3.1) is the time that an application consuming a communication service may continue without an anticipated message. For periodic traffic, survival time can be expressed as maximum number of lost packets (denoted here as , where ).
[bookmark: _Hlk22640516]Communication service unavailability: percentage value of the amount of time the end-to-end communication service does not fulfil the agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area. Therefore,

where communication service availability is as defined in Clause 3.1
(Per packet) Network availability: percentage value of the amount of time the network is able to deliver packets within the agreed delay budget, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area. Note that for the purpose of this analysis the network is considered unavailable after the first packet loss. Assuming periodic traffic, it can be shown that:

where p is the packet error probability which is the expected value of packet error rate (PER). The definitions of p and PER can be found in [27].
Network mean time between failures (MTBFN): mean time between packet failures (MTBF) which represents the mean value of how long the network is available before it becomes unavailable (on a per-packet basis). It is considered as an indicator for reliability.
Network mean time to repair (MTTRN): mean value of how long the network is unavailable (on a per-packet basis) before it becomes available again, or in other words, the average number of consecutive packet failures.
MTTRN, can be derived from p and network reliability (MTBFN) as:

C.x.3 Mapping function between communication service and network
To achieve the objective, and assuming periodic traffic, a Markov chain is applied, which extends the original Gilbert-Elliot Markov model [28, 29] to keep track of burst errors.  Figure C.x.3-1 illustrates, the space state is partitioned into  states. The first state, , represents the time that network is available on per-packet basis, i.e. it delivers packets as expected. While network is available, the first failure happens with the probability of .The  middle states keep track of  consecutive failed packets during which the communication service is still available since it is within the specified survival time. It is assumed that transition probability between the  middle states is constant. The far-right state, , represents the time that communication service becomes unavailable which occurs after  consecutive packet failure events.
[image: ]
Figure C.x.3-1: Markov chain for representation of burst error length
Since the proposed Markov chain is irreducible and aperiodic, it has a unique equilibrium distribution which can be derived by Markov properties using transition probabilities shown in Figure C.x.3-1. In this case, the steady state probability of  and  represent the (per packet) network availability and communication service unavailability, respectively. In this case, the mean number of transitions per time unit to state  can be derived as

where  denotes the steady-state probability of state . Accordingly, one over mean number of transitions per time unit is the mean time to have two consecutive transitions to state D, and therefore, multiplying this mean time to the communication service level availability results in the mean time period during which application is available. Hence, the reliability on communication service level can be calculated as

where  is the steady-state probability of state .
C.x.4 Numerical Analysis
Figure C.x.4-1 and C.x.4-2 illustrate examples of the mapping between network parameters and communication service requirements when  is 3 and 1 respectively. In Figure C.x.4-1-a and C.x.4-2-a, the unavailability (or 1 - availability) of the communication service is shown based on network level packet error rate and mean time to repair (MTTRN). The communication service availability requirements of 4 nines, 5 nines, 6 nines, and 9 nines are also drawn as horizontal lines. Note that the network mean time between failures (MTBFN) can also be calculated based on PER and MTTRN. The reliability of the communication service, which is derived based on network level MTTRN and PER, is presented in Figure C.x.4-1-b and C.x.4-2-b. The communication service reliability requirements of 1 week, 1 month, 1 year, and 10 years are also shown. It is observed that higher reliability and availability requirements put tighter requirements on the network level MTTRN. For instance, for  and PER of 10-6, the average number of consecutive packet failures (i.e. MTTRN) should be lower than 1.015 to be able to fulfil 10 years reliability requirement (refer to Figure C.x.4-1-b). However, if application survival time is only 1 cycle (), communication service reliability of 10 years would require network PER better than 10-8, as can be observed from Figure C.x.4-2-b.
b)
a)
[image: ][image: ]

Figure C.x.4-1: Impact of network level parameters on communication service availability and reliability when = 3
b)
a)
[image: ][image: ]

Figure C.x.4-2: Impact of network level parameters on communication service availability and reliability when = 1
----------------------------------------------------- End of the 3rd change --------------------------------------------------------------
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