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Abstract: This document proposes adjustments in KPIs specified in CMED related tables
Reason for change:
· At SA1#87, SA4 provided a feedback on bitrate assumptions made earlier as part of FS_CMED study item work. This feedback triggered a modification of required bitrates for 4k 60 fps 12 bits per pixel colour coded lossy compressionvideo streams in the TR that now needs to be reflected in TS 22.263. As to other bitrates figures involving uncompressed or lossless compressed video streams the assumption made were correct and the brackets around bitrate figures have to be removed. 
· There was a mistake on CT/MRI scan bitrate in the table 7.2.1-3 of TR 22.826 which has now been corrected. That correction shall be reflected in this TS as well.

· Some KPIs tables in TR 22.826, associated to use cases involving communication services that are delivered by a PLMN, specify an incorrect number of devices consuming the services. We propose to use a #device density that would make more sense when large service areas are considered. This has been fixed in the TR and related changes should be reflected also in this TS.
· There was a misunderstanding of the reliability definition as found in 22.104: “ability of the communication service to perform as required for a given time interval, under given conditions.” Based on that definition, CMED tables were filled with a MTBF parameter that was in relation with the mean time between frames that successfully arrive at destination but do not fulfil KPIs (for instance latency requirement), and showed MTBF in the order of a day. However, subsequent discussions with other SA1 contributing companies concluded that MTBF should rather reflect serious network failure/outage that take a certain amount of time to repair. Along this principle, MTBF should rather be expressed in months or years and at least in the same order of magnitude as the other equipment in an operating room.
· Regarding other network dependability related parameters there has been few corrections in 22.826 as follow: relaxation of survival time for non life critical compressed video streams and relaxation of few network availability figures for non life critical data streams.  Those corrections allowed to make the TR a bit more consistent throughout the different use cases.
· Addition of a new profile for ultrasound images/video transmitted over a PLMN.

-------------------------            START FIRST CHANGE         -----------------------------
6.2.2
Medical applications

Table 6.2.2‑1: Performance requirements for low latency ultra-reliable imaging/video traffic for medical applications

	Profile
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message

Size

[byte]
	Survival time
	UE speed

(km/h)
	# of UEs

connection
	Service Area



	UHD medical video over NPNs
	>99.99999
	>1 year
	<1 ms
	< 50 Gbit/s
	UL; DL
	~1500 - ~9000 (note 1)
	~8ms
	stationary
	1
	100 m2

	Ultrasound images over NPNs
	>99.9999
	>1 year
	<10ms
	500 Mbit/s - 4 Gbit/s (note 2)
	UL; DL
	~1500
	20-100 ms (note 2)
	stationary
	1
	100 m2

	UHD medical video over PLMNs
	99.999 - 99.9999 (note 3)
	>1 year
	< 20 ms
	< 4 Gbit/s
	UL; DL
	~1500 - ~9000 (note 1)
	~16 ms
	stationary
	<20 per 100 km2
	<50 km (note 4)

	Ultrasound images over PLMNs
	>99.999
	>>1 month (<1 year)
	<20 ms
	<200 Mbit/s
	UL; DL
	~1500
	~16 ms
	stationary
	<20 per 100 km2
	<50 km (note 4)

	CT/MR real time scan over PLMNs
	>99.999
	>>1 month (<1 year)
	< 100ms
	< 670 Mbit/s
	UL
	~1500
	<100 ms
	<150
	<20 per 100 km2
	<50 km (note 4)

	NOTE 1: 
MTU size of 1500 bytes is not generally suitable to gigabits connections as it induces many interruptions and loads on CPUs. On the other hand, Ethernet jumbo frames of up to 9000 bytes require all equipment on the forwarding path to support that size in order to avoid fragmentation.

NOTE 2: 
lower values considered for 2D ultrasounds images and higher values for 3D ultrasound images

NOTE 3: 
Higher values are needed for telesurgery systems
NOTE 4:
Maximum straight-line distance between UEs.


-------------------------            END FIRST CHANGE         -----------------------------
-------------------------            START SECOND CHANGE         -----------------------------
6.3.2
Medical applications

Table 6.3.2‑1: Performance requirements for low latency ultra-reliable imaging/video multicast traffic for medical applications

	Requirement
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message

Size

[byte]
	Survival time
	UE speed

(km/h)
	# of UEs

connection
	Service Area



	UHD medical video over NPNs
	>99.99999
	>1 year
	<1 ms
	< 50 Gbit/s
	DL
	~1500 - ~9000 (note 1)
	~8ms
	stationary
	<10
	100 m2

	UHD medical video over PLMNs
	>99.999
	>>1 month (<1 year)
	< 250 ms
	< 2 Gbit/s
	DL
	~1500 - ~9000 (note 1)
	~16 ms
	stationary
	<5 per 100m2 (note 2)
	400 km (note 3)

	NOTE 1:
MTU size of 1500 bytes is not generally suitable to gigabits connections as it induces many interruptions and loads on CPUs. On the other hand, Ethernet jumbo frames of up to 9000 bytes require all equipment on the forwarding path to support that size in order to avoid fragmentation.
NOTE 2:
This comprises a maximum of 5 displays gathered in the same 100m2 room with an expected room density of 2 per 1000km2
NOTE 3:
Maximum straight-line distance between two UEs


-------------------------            END SECOND CHANGE         -----------------------------
