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	Reason for change:
	Communication Service Availability (CSA) KPIs are given in current TS. 
Quote the definition of CSA:

communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.

NOTE 3:
The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable if an expected message is not received within a specified time, which, at minimum, is the sum of maximum allowed end-to-end latency and survival time.

Current description is vague since two possible cases will cause “the expected message is not received within a specificed time”, i.e., 1) one or more network device are down; 2) or the network is of full function, but the packet is lost during transmission. 
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Therefore, we think it is better to make the CSA KPIs as a understandable, measureable network layer KPIs, by clarifying only case 2) is applied to CSA, i.e., the CSA KPIs only address the interrupt time caused by packet loss or not delivered in time.
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**********************************START of 1st CHANGE***************************************
5.1
Overview

There are two fundamental perspectives concerning dependable communication in 5G systems: the end-to-end perspective of the communication services and the network perspective (see Figure 5.1-1).
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Figure 5.1-1: Network perspective of 5G system 

The Communication Service in Figure 5.1-1 may be implemented between a UE on the one side and a network server on the other side, or between a UE on the one side and a UE on the other side.

In some cases, a local approach (e.g. network edge) is preferred for the communication service on the network side in order to reduce the latency or to keep sensitive data in a non-public network on the factory site.
The tables in Clauses 5.2 through 5.5 below provide sets of requirements where periodicity and determinism are critical to meeting cyber-physical control application needs in various vertical scenarios. While many use cases have similar KPI values in some cases, the important distinction is that in order to meet the needs of different verticals and different uses, the 5G system will need to be sufficiently flexible to allow deployment configurations that can meet the different sets of KPIs specific to each use. 

Clock synchronisation is needed in many "vertical" use cases. The requirements and tables in Clause 5.6 provide specific criteria for managing time sensitive communications in an industrial environment.

High accuracy positioning is becoming essential for Factories of the Future. The reason for this is that tracking of mobile devices as well as mobile assets is becoming increasingly important in improving processes and increasing flexibility in industrial environments, Clause 5.7 provides positioning requirements for horizontal accuracy, availability, heading, latency and UE speed in an industrial use case scenario.
Communication Service Availability is considered an important service performance requirement for cyber-physical applications, especially for applications with deterministic traffic. Although the communication service availability cannot be directly measured by the network, the communication service availability requirement is the combination of latency, survival time and reliability requirement for 5G system, because the system is considered unavailable to the cyber-physical application when an expected message is not received (e.g. transfer time (actual latency) is greater than the maximum end-to-end latency) by the application after application’s survival time expires. 
For this release of specification, only transmission failures are considered for the design of Communication Service Availability KPIs of the 5G system. 
An example of the relationship between network reliability, survival time configuration and communication service availability of a logical link is illustrated in the following Table 5.1-1.

Table 5.1-1: Example of relationship between communication service availability and reliability when survival time is equal to transfer interval.

	Communication service availability
	Reliability
( as defined in TS 22.261)[image: image2.png]




	99,9999 %
	99,9 %

	99,999999 %
	99,99 %

	99,99999999 %
	99,999 %

	99,9999999999 %
	99,9999 %

	99,999999999999 %
	99,99999 %


**********************************START of 2nd CHANGE***************************************
C.2.2
Characteristic parameters
Table C.2.2-1: Candidate characteristic parameters for the dependable communication service interface

	Parameter name
	Typical metric (unit)
	Traffic class (note)

	
	
	Deterministic periodic communication
	Deterministic aperiodic communication
	Non-deterministic communication

	Communication service availability
	Minimum availability (dimensionless)
	X
	X
	X

	End-to-end latency
	Target value and timeliness (ms)
	X
	X
	X

	Communication service reliability
	Mean time between failures (days)
	X
	X
	X

	Service bit rate
	Target value (bit/s); user experienced data rate (bit/s); time window (s)
	–
	X
	X

	Update time
	Target value and timeliness
	X
	–
	–

	NOTE:
– application requirements (KPIs). X: applies; –: does not apply.


Parameter description

Communication service availability
This parameter indicates if the communication system works as contracted ("available"/"unavailable" state). The communication system is in the "available" state as long as the availability criteria for transmitted packets are met. The service is unavailable if the packets received at the target are impaired and/or untimely (e.g. update time > stipulated maximum). If the survival time (see Table C.2.3-1) is larger than zero, consecutive impairments and/or delays are ignored until the respective time has expired.

End-to-end latency

This parameter indicates the time allotted to the communication system for transmitting a message and the permitted timeliness.

Communication service reliability
Mean time between failures is one of the typical indicators for communication service reliability. This parameter states the mean value of how long the communication service is available before it becomes unavailable. For instance, a mean time between failures of one month indicates that a communication service runs error-free for one month on average before an error/errors make the communication service unavailable. Usually, an exponential distribution is assumed. This means, there will be several failures where the time between two subsequent errors is below the mean value (1 month in the example).
For this release of specification, only transmission failures are considered for the design of Communication Service Availability KPIs of the 5G system.
Communication service availability and communication service reliability (mean time between failures) give an indication on the time between failures and the length of the failures.
Service bit rate

a) deterministic communication

The target value indicates committed data rate in bit/s sought from the communication service. This is the minimum data rate the communication system guarantees to provide at any time, i.e. in this case target value = user experienced data rate. 

b) non-deterministic communication

The target value indicates the target data rate in bit/s. This is the information rate the communication system aims at providing on average during a given (moving) time window (unit: s). The user experienced data rate the lower data rate threshold for any of the time windows.

Update time

Applicable only to periodic communication, the update time indicates the time interval between any two consecutive messages delivered from the egress (of the communication system) to the application.

Traffic classes

In practice, vertical communication networks serve applications exhibiting a wide range of communication requirements. In order to facilitate efficient modelling of the communication network during engineering, and for reducing the complexity of network optimisation, disjoint QoS sets have been identified. These sets are referred to as traffic classes [6]. Typically, only three traffic classes are needed in industrial environments [6], i.e.

-
deterministic periodic communication; 

-
deterministic aperiodic communication; and 

-
non-deterministic communication.

Deterministic periodic communication stands for periodic communication with stringent requirements on timeliness of the transmission.

Deterministic aperiodic communication stands for communication without a pre-set sending time. Typical activity patterns for which this kind of communication is suitable are event-driven actions.

Non-deterministic communication subsumes all other types of traffic. Periodic non-real time and aperiodic non-real time traffic are subsumed by the non-deterministic traffic class, since periodicity is irrelevant in case the communication is not time-critical.

Usage of the parameters in Table C.2.2-1
Control service request and response; monitoring service response and indication.

*************************************END of CHANGE******************************************
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