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Abstract: This contribution provides an update of the traffic scenario SmartFactory. Main driver for the update is to provide KPI values.
6.2 Traffic Scenario: SmartFactory

6.2.1 Description

In indoor industrial scenarios are full of obstacles. Some of them are static (e.g. walls, panels, …)  other that are always moving (e.g. trolleys, machinery, workers…). All these obstacles have a strong negative effect in the coverage within the floor, even more in the case of mmWaves where the line of side can be blocked. 

Enhanced relays will play a key role in achieving extensive coverage in smart factory scenarios while avoiding additional base stations and cables.

6.2.2 Assumptions

The indoor industrial scenario describe here stems from existing production facilities of discrete manufacturing companies. As there does not exist a standard unique facility environment a model scenario is presented that depicts typical sizes, topology, and environmental characteristics. 

Typical for indoor industrial scenarios is: 

- The space of 1 – 5 meters below the building’s ceiling is occupied with metallic large objects (like cranes, cooling, supply-pipes, lighting, etc.). 

- The facilities can be considered to be built of concrete walls and ceiling, glass windows (if any) are considered to be metal-coated for heat and direct sunlight protection. Concrete columns are placed each 20-30 meter to support the ceiling. Additionally, metal walls may be installed to separate (hazardous) domains from each other and floors may be covered with metallic chequer plates for slipping prevention. 

- The facility’s topology consists of a variety of areas such as:
o alleys (corridors), where the space up to a height of some 5-8 meters above ground must stay clear of any fixed mounted object (such as antennas) to give way for tugger trains, fork lifts, AGV, etc. 

o Objects in the alleys are metallic, moving slowly and of medium size (typical small to large fork lifts, tugger trains with 2-3 four-wheeled carriages) 

o Assembly lines, where the space up close to the ceiling is considered occupied with medium to small metallic objects that have moving parts (conveyer belts, robots, handlers, chassis, etc). 

o Production Area for discrete manufacturing, where the space up close to the ceiling is considered occupied with medium to small metallic objects. The area itself is structure with metallic fences as well as metallic blocking objects such as shelves, frames, pillars, etc. 
o Warehouse/ storage, where the complete space up close to the ceiling is occupied with long narrow metallic shelves with gangways between them. Radio equipment may also not occupy gangways to allow access to the top-level of all shelves. 

o Commissioning area, an open space for slow moving trains, fork lifts and AGVs and scarce small stationary metallic objects. 

o Office space, consisting of gypsum plasterboard walls separating the offices/cubicles, coffee corners and conferencing spaces from the actual production area. 

The below figure depicts such an indoor industrial scenario with a factory hall topology reflecting a large variety of production plants. This model resembles a hall of 180 m 80 m with a height of 25 m – no additional separating walls are included. 
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Figure 6.2.2-1: Indoor Industrial Scenario
In these kind of factories is common to find massive wireless sensor networks that aim to monitor the state or behavior of a particular environment (as describe in TR 22.804 subclause 5.3.8). These sensors might be installed in place with difficulties in coverage. Power consumption reduction is also important in these scenarios since sensors are often just equipped with a battery. Set of sensors connected in a mesh network is one of the topologies that are used for these type of networks.
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Figure 6.2.2 -2: Sensor devices in a mesh topology realising multi-hop connectivity to gateway (via edge devices)
Different types of sensors for different use cases will generate different types of traffic. TR 22.804 subclause 5.3.8 describes the following.

Table 6.2.2-1: Typical monitoring service requirements

	Scenario
	End-to-end latency (note 1)
	Priority
	Data Update Time
	Communication service availability
	Connections per gateway
	Network scalability
	Node density
	Communication range per node

	Condition monitoring for safety
	5 ms to 10 ms
	Highest (=1)
	Up to 100 packets/second
	> 99,9999% to 99,999999%
	10 to 100
	> 100 nodes to 1000 nodes
	0,05 m-2 to 1 m-2
	< 30 m

	Interval-based condition monitoring
	50 ms to 1 s
	Medium (=3)
	Up to 10 packets/second
	> 99,9% (note 2)
	10 to 100
	> 1000 nodes to 10000 nodes
	0,05 m-2 to m-2
	< 30 m

	Event-based condition monitoring
	50 ms to 1 s
	High (=2)
	Event-triggered
	> 99,9% (note 2)
	10 to 1000
	> 1000 nodes to 10000 nodes
	0,05 m-2 to 1 m-2 
	< 30 m

	NOTE 1: This is the end-to-end latency the service requires. The end-to-end latency is not completely allocated to the 5G system in case other networks are in the communication path.

NOTE 2: Missing/corrupt messages from single device may be tolerated as input from multiple devices is considered on detection of anomaly.


Table 6.2.2-2: Example of data generation per sensor

	Measurement
	Sampling Rate in Hz
	Sample Size
	Data generation in kbit/s

	Temperature, humidity, pressure 
	182
	32 bit
	~ 6

	Acceleration (note 1)
	2.000
	96 to 192 bit
	192 to 384

	Audio (WAV) (note 1)
	50 to 192.000
	8 to 24 bit
	2.4 to ~ 4.600

	Audio (MP3) [37] (note 2)
	50 to 192.000 (WAV)
	8 to 24 bit (WAV)
	8 to 320

	NOTE 1: WAV is only a container; the pulse code modulation (PCM) encoding is considered in this example.

NOTE 2: Variable bit rate option of MP3 is not considered. With a variable bit rate the data rate may be lower. Additionally, other encodings are possible as well.


The highest data rate requirements are found with audio sensors (e.g. to detect vibrations), with WAV and pulse code modulation. Note that sampling rates (192000 Hz) here can be higher than what is needed for what humans can hear. At 192000 Hz with 24 bits, we get a maximal data rate (in uplink) of approximately 5 Mbit/s.
6.2.3 Potential Functional Requirements

[PR 6.2.3-1] The 5G system shall support traffic scenarios typically found in an industrial setting (from sensors to remote control) for remote UE using multi-hop relay UEs.
6.2.4 Potential Key Performance Requirements
Table 6.2.4-1 – Potential key performance requirements for Factory Sensors scenario
	Scenario
	Max. data rate (DL)
	Max. data rate (UL)
(note 1)
	End-to-end latency
	Area traffic capacity

(DL)
	Area traffic capacity

(UL)
	Area user density 
	Area
	Max. relay distance
(note 2)
	Average /

Maximum number of hops 

	Factory Sensors
	100 kbit/s
	5 Mbit/s
	50 ms to 
1 s
	1 Gbit/s /factory
	50 Gbit/s /factory
	10000 devices /factory
	100m x 100m
	30 m indoor / metalic
	2 / 3

	NOTE 1:
Highest data rate assumes audio sensors with sampling rate of 192 kHz and 24 bits sample size.
NOTE 2:
'Metalic' implies an environment with a lot of metal obstructions (e.g. machinery).
NOTE 3:
All the values in this table are example values and not strict requirements.


