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Abstract: This document describes the concept of replacing the wired links between cooperating machines in a flexible production environment with 5G wireless links. Requirements for the integration of 5G in industrial automation are formulated. The proposed requirements in the informative text are for inclusion in TR 22.832.
Discussion
In a traditional factory, the production environment is fixed. Machines that are cooperating are connected via cable, typically using an industrial ethernet technology like PROFINET. With the introduction of 5G and the advent of Industry 4.0, however, the goal is for factories to become increasingly flexible and modular. In frequently changing, modular production environments wired links are not viable. 5G will enable these use cases by replacing the wired links with 5G wireless links.
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Figure 1 Example of four cooperating machines with wired connections [1]

We assume two or more machines (typically 4 or 5) to be cooperating with each other during production. Figure 1 shows an example of four cooperating machines connected via cable. From a communication requirements point of view, the supervisory PLC is equal to the machine’s PLCs. In order to replace the cables, each machine is equipped with one UE, connected to the controller (shown in Figure 2). The cooperating machine’s communication can be divided into two types. Periodic traffic and a-periodic traffic, as defined in [2]. Both the periodic and a-periodic traffic are scheduled, therefore the a-periodic traffic is also adhering to the transfer interval. The traffic requirements are from the point of view of the UE and give the maximum aggregate traffic of all links. Meaning, the traffic per link may change according to the number of cooperating machines but the total traffic at the UE cannot exceed the given values. 

In traditional production setups the cooperating machines use either 100 Mbit/s or 1 Gbit/s links, depending on the application (e.g. 1 Gbit/s links for motion control together with video streams, 100 Mbit/s links for motion control). These wired links have to be replaced by wireless connections to enable flexible, modular setups. 
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Figure 2 Example of four cooperating machines with wireless connections (based on [1])

Use Case 1 - 100Mbit/s link replacement:

In the case of the 100 Mbit/s links, we assume 50% periodic traffic and 25% a-periodic traffic. With a 1 ms transfer interval, that results in 6.25 kB/ms (50 Mbit/s) periodic traffic and 3.125 kB/ms (25 Mbit/s) a-periodic traffic.

Use Case 2 - 1 Gbit/s link replacement:

In the case of the 1 Gbit/s links, we assume 25% periodic traffic and 50% a-periodic traffic. With a 1 ms transfer interval, that results in 25 kB/ms (250 Mbit/s) periodic traffic and 62.5 kB/ms (500 Mbit/s) a-periodic traffic.
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5.x
Control-to-Control communication (Wired to wireless link replacement)
5.x.1
Description

In a traditional factory, the production environment is fixed. Machines that are cooperating are connected via cable, typically using an industrial ethernet technology like PROFINET. With the introduction of 5G and the advent of Industry 4.0, however, the goal is for factories to become increasingly flexible and modular. In frequently changing, modular production environments wired links are not viable. 5G will enable these use cases by replacing the wired links with 5G wireless links.

[image: image3.emf]Machine 3

Machine 4

Machine 5

Production Cell

Supervisory PLC (S-PLC)

Machine 2


Figure 5.x.1-1: Example of four cooperating machines with wired connections [x6]

We assume two or more machines (typically 4 or 5) to be cooperating with each other during production. Figure 5.x.1-1 shows an example of a production cell with four cooperating machines connected via cable. A production cell combines machines based on the manufacturing process. In order to replace the cables between the four cooperating machines and the supervisory PLC, each machine is equipped with one UE, connected to the controller (shown in Figure 5.x.1-2). From a communication requirements point of view, the supervisory PLC is equal to the machine’s PLCs. The cooperating machine’s communication can be divided into two types. Periodic traffic and a-periodic traffic, as defined in [2]. Both the periodic and a-periodic traffic are scheduled, therefore the a-periodic traffic is also adhering to the transfer interval. The traffic requirements are from the point of view of the UE and give the maximum aggregate traffic of all links. Meaning, the traffic per link may change according to the number of cooperating machines but the total traffic at the UE cannot exceed the given values. 

In traditional production setups the cooperating machines use either 100 Mbit/s or 1 Gbit/s links, depending on the application (e.g. 1 Gbit/s links for motion control together with video streams, 100 Mbit/s links for motion control). These wired links have to be replaced by wireless connections to enable flexible, modular setups. 
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Figure 5.x.1-2: Example of four cooperating machines with wireless connections (based on [x6])

Use Case 1 - 100 Mbit/s link replacement:

In the case of the 100 Mbit/s links, we assume 50% periodic traffic and 25% a-periodic traffic. With a 1 ms transfer interval, that results in 6.25 kB/ms (50 Mbit/s) periodic traffic and 3.125 kB/ms (25 Mbit/s) a-periodic traffic.

Use Case 2 - 1 Gbit/s link replacement:

In the case of the 1 Gbit/s links, we assume 25% periodic traffic and 50% a-periodic traffic. With a 1 ms transfer interval, that results in 25 kB/ms (250 Mbit/s) periodic traffic and 62.5 kB/ms (500 Mbit/s) a-periodic traffic.
5.x.2
Pre-conditions

· Each controller is connected to (at least) one UE
· The UEs are connected either to each other or to the same network
5.x.3
Service Flows

Data transmissions in control-to-control communication consist of periodic and a-periodic traffic, where both traffic types are scheduled. The critical aspects are the 1 ms transfer interval and the high data rates.
5.x.4
Post-conditions

Not applicable 
5.x.5
Existing features partly or fully covering the use case functionality

Table 5.2-1 – “Control-to-control in motion control” use case in TS 22.104 [2]
5.x.6
Potential New Requirements needed to support the use case

	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Data rate [Mbit/s]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	1 – periodic traffic
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	50
	≤ 1 ms
	3 * transfer interval
	stationary
	2 to 5
	100 m x 30 m x 10 m

	1 – 

a-periodic traffic
	99.9999 to 99.999999
	~ 10 years
	< transfer interval value
	25
	≤ 1 ms
(note 2) 
	
	stationary
	2 to 5
	100 m x

30 m x 10 m

	2 – periodic traffic
	99.9999 to 99.999999
	~ 10 years
	< transfer interval value
	250
	≤ 1 ms
	3 * transfer interval
	stationary
	2 to 5
	100 m x

30 m x 10 m

	2 – 

a-periodic traffic
	99.9999 to 99.999999
	~ 10 years
	< transfer interval value
	500
	≤ 1 ms 

(note 2)
	
	stationary
	2 to 5
	100 m x

30 m x 10 m

	NOTE 1:
Length x width x height.
NOTE 2:   Transfer interval for scheduled a-periodic traffic  


Use Case 1 - 100 Mbit/s link replacement

Use Case 2 - 1 Gbit/s link replacement
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6.4
Network performance requirements
This clause contains merged and consolidated potential service requirements related to network performance requirements for cyber-physical control applications in vertical domains.
6.4.1 Periodic deterministic communication
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Data rate [Mbit/s]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	Control-to-Control: 100 Mbit/s link replacement
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	50
	≤ 1 ms
	3 * transfer interval
	stationary
	2 to 5
	100 m x 30 m x 10 m

	Control-to-Control: 1 Gbit/s link replacement
	99.9999 to 99.999999
	~ 10 years
	< transfer interval value
	250
	≤ 1 ms
	3 * transfer interval
	stationary
	2 to 5
	100 m x

30 m x 10 m

	NOTE 1:
Length x width x height.
NOTE 2:
Transfer interval for scheduled a-periodic traffic




6.4.2 Aperiodic deterministic communication
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Data rate [Mbit/s]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	1
	99.9999 to 99.999999
	~ 10 years
	< transfer interval value
	25
	≤ 1 ms
(note 2) 
	
	stationary
	2 to 5
	100 m x

30 m x 10 m

	2
	99.9999 to 99.999999
	~ 10 years
	< transfer interval value
	500
	≤ 1 ms 

(note 2)
	
	stationary
	2 to 5
	100 m x

30 m x 10 m

	NOTE 1:
Length x width x height.
NOTE 2:
Transfer interval for scheduled a-periodic traffic


Use Case 1 - 100 Mbit/s link replacement

Use Case 2 - 1 Gbit/s link replacement
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