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1. Overall Description:

3GPP TSG SA WG4 (SA4) would like to thank 3GPP TSG SA WG1 (SA1) for your LSs on "Use Cases for eXtended Reality (XR) in 5G" in S1-183711 and S1-191569.
In the context of FS_TyTraC (see draft TR26.925) and FS_XR5G (see draft TR26.928), 3GPP SA4 has reviewed your request in S1-183711 stated as

SA1 is also considering the scenarios of content rendering at the UE only, network only, or split-rendering across the network and UEs. SA1 would like to ask SA4 the following questions:
· What is the expected uplink bandwidth range required for interactive VR content according to the scenario in the attached template?

· What are the expected downlink bandwidths required for interactive VR content according to the scenario in the attached template

· if rendering is done at the UE?

· if rendering is done at the network?
as well as the details referenced in S1-191569, and would like to provide  comments and observations with respect to the above request and the use cases in TR 22.842 clause 5.2 and 5.3, and the consolidated potential requirements in clause 6:
Referring to clause 6.2, Table 6.2-1: 

“[CPR.P-003] [x] Gbps supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to 120fps content.  Editor Note: Exact peak data rate is waiting for SA4 response.”
And referring to the use cases in clause 5.2:

· Use Case 1: One people could communicate with other people from other places with some special devices, e.g. Virtual Presence glasses;

· Use Case 2: One people could communicate with his classmates and teachers via virtual presence glasses when he could not attend the classes because of e.g. surgery.

· Use Case 3: One person could use his lightweight VR headset (where the VR headset is physically lighter and less computationally capable than a full VR headset) to watch the VR videos locally stored in his smartphone, or the VR videos transmitted from cloud.

Please find our comments and observations in the following.
Use Cases 1 & 2:

1. We believe that these use cases are relevant, and we have similar ones in the context of the XR-5G study item as documented in the draft TR26.928.
2. While we understand that the request relates to side-link bitrates, the analysis in the remainder is general and may therefore be considered for any type of communication.
3. According to our initial analysis, the use cases may be supported by different architectures and depending on the architecture, the requirements for the communication path would be different. The below analysis is backed by findings collected in the FS_XR5G Permanent document in in S4-190785. Several examples are provided in the following:

a. Viewport independent 6DOF streaming

i. In this case we have indication from the workshop "Immersive Media meets 5G" in April 2019 as well as from publicly announced demos, that based on today’s equipment and the one available over the next 2-3 years, around 100 Mbps are sufficient bitrates to address high-quality VR services. This is expected to allow 2k per eye streaming at 90 fps.
ii. The requirements may increase, for example higher resolution and frame rate, but with the advance of new compression tools, this is expected to be compensated. Some analysis can be found in the draft TR26.925, clause 6.
iii. SA4 would also like to note that the technologies are typically built based on adaptive streaming such as DASH (see for example TS26.118 and TS26.247), such that one can adjust quality to the available bitrate to a large extent.
iv. As processing of updated pose information is only done locally, delivery latency requirements are independent of the motion-to-photon latency.  However, as adaptive streaming over HTTP relies on TCP, latency and latency variations may impact delivery bitrates. Some analysis on this matter is provided also in draft TR26.925, clause 6.
b. Viewport dependent 3DOF/6DOF Streaming

i. In this case the streaming client selects a proper signal or combination of signals (e.g. tiles) from the server in order to have best quality in the current viewport.
ii. From analysis in TR26.918 and other experience as for example documented the workshop "Immersive Media meets 5G" in April 2019", such approaches can reduce the required bitrate compared to the one from above by a factor of 2 to 4.

iii. SA4 also would like to note that such viewport-dependent streaming technologies are typically also built based on adaptive streaming allowing to adjust quality to the available bitrate.
iv. Compared to 3a, for viewport dependent streaming, updated pose information impacts the network interactivity. However, generally such systems may be flexible designed taking into account a combination/tradeoff of bitrates, latencies, complexity and quality. Typically, due to updated pose information, HTTP/TCP level information and responses are exchanged every 100-200ms in viewport-dependent streaming.
c. Split Rendering

i. SA4 has started to analyze different split rendering architectures in the context of the FS_XR5G study item, documented in draft TR26.928 and the permanent document available in S4-190785. In this case, again different architectures exist, but we focus on the well-known facts.
ii. Assuming a typical architecture with 2D-based streaming reusing existing 2D video codecs, pre-rendering in the network, and time-warp applied in the receiver, it is known from experiments (see permanent document and workshop summary) that with H.264/AVC the bitrates are in the order of 50 Mbps per eye buffer. We expect that this can be reduced to lower bitrates with improved compression tools but higher quality requirements may absorb the gains. We also know that this is both content and user movements dependent, but we expect from experiments that 100 Mbps is a valid target bitrate.
iii. If other approaches of split rendering are applied, for example where the network-rendering produces decimated 3D video representations, similar bitrates can be expected, but it may also be a tradeoff between complexities, bitrates, latencies and so on. SA4 will continue to study different architectures.

d. Conversational Services

i. The use cases address also conversational scenarios. While not having done a full analysis, we believe that the bitrates and scenarios discussed for split rendering likely also hold for conversational scenarios, with the caveat that encoding capabilities may be constrained. SA4 is currently pursuing the Rel-17 work item ITT4RT to enable VR support in 3GPP conversational services, and cloud processing capabilities including split rendering are considered as part of this work item. Details can be obtained from the latest version of the related ITT4RT permanent document in S4-190888.
ii. Whereas in cases a-c, uplink bitrates are expected to be small, for conversational services the uplink bitrates are symmetric to the downlink bitrates.
4. Based on those discussions, we believe that for use cases 1&2, bitrates in the order of up to 100 Mbps are sufficient to reach a quality for sufficiently good user experience.
Use Case 3:

1. We consider that this use case is addressing the replacement of a tethered connection. A comparable connectivity as of today is USB-C. A few observations: 

a. Today, such a signal would be carried uncompressed or a very lightly compressed using 4 lanes of Display Port (DP). Without compression, such a signal could be in the range up to 10 Gbps. 

b. A tethered connection such as USB-C not only provides high speed connectivity, but also comes along with other essential properties: 
i. It also supplies power.

ii. As all compute processing and access connectivity is on the remote device, the thermal aspects of the glass can be controlled quite well. The glass itself is only conducting tracking and displaying.
iii. It provides a highly reliable link, independent of line-of-sight.
iv. Latencies can be kept very low, in the range below 10ms.
2. Generally, replacing the wired connection by a wireless connection, possibly using 5G is an interesting use case with significant potential applications. We consider three different primary cases for such a replacement:

a. Around 100 Mbps: This aspect is basically following the discussion for use cases 1&2 for which certain amount of processing and decoding is included in the glass. 
b. Around 1 Gbps: In this case, only lightweight and low-latency compression (e.g. intra only) may be used to provide sufficiently high quality (4k or even 8k at sufficiently high frame rates above 60 fps) and sufficiently low latency (immersive limits of less than 20ms for motion to photon) for such applications. It is still expected that some processing is needed in the glass. 
c. Around 10 Gbps or even more: A full "USB-C like" wireless connection, providing functionalities that are only provided by cable, possibly uncompressed formats such as 8k. The processing requirements in the glass may be minimal.
3. For any of the cases 2a, 2b and 2c, the feasibility on the radio level is of high interest for SA4, and depending on the results, such use cases may be addressed in 3GPP at the appropriate time. However, in such cases not only the bitrates should be considered, but also 

a. Latencies should be kept low for each processing step including delivery, to make sure that the cumulative delay for all the processing steps (including tracking, pose delivery, viewport rendering, encoding, delivery, decoding and display) is within the immersive motion-to-photon latency upper limit of 20ms.
b. Reliability is of high importance, also the range of the connectivity needs to be considered.
c. Low power consumption needs to be addressed for such form factors for reasons of battery consumption and potential thermal issue.

d. Other aspects for such tether replacements should be considered, including security, media formats, transport of any kind of data, etc.

And referring to the use case in clause 5.3 of TR 22.842 on Cloud/Edge/Split Rendering for Games, we would like to provide the following information:

· In draft TR26.925, clause 5.5 an initial set of typical cloud gaming bitrates are provided as: "The downlink streaming of 720p/1080p/4k @60fps encoded A/V typically consists of a 5-35 Mbps bitstream". Background details for these bitrates are provided in Annex A of the same document. Note that these bitrates assume 2D displays, e.g. smartphones and TV sets.
· For Edge/Split Rendering and anything related to consumption on HMDs, SA4 believes that the comments and observations provided above for clause 5.2 of TR22.842 and use cases 1&2, including that bitrates in the order of up to 100 Mbps are sufficient to reach a quality for sufficiently good user experience, also hold for VR cloud gaming in clause 5.3 of TR 22.842.
3GPP SA4 will continue the analysis of use cases, architectures, processing requirements as well as connectivity requirements in the context of the use cases 1, 2 and 3 of clause 5.2 and also the use case in clause 5.3 in TR 22.842. The two study items on FS_XR5G and FS_TyTraC are scheduled to be completed within the Rel-16 timeframe in order to initiate and support normative work in Rel-17 on Immersive Media over 5G as well as to support the development of 5G system, core and radio network features.

3GPP SA4 remains interested in any studies and requirements for any of the use cases in particular when considering media related issues. We look forward to further dialog.

2. Actions:

To 3GPP SA1
ACTION: 
3GPP SA4 kindly requests SA1 to take the above information into account when formulating the requirements.
3. Date of Next SA WG4 Meetings:

SA WG4 Meeting #106
21 – 25 October 2019
Busan, South Korea
SA WG4 Meeting #107
20 – 24 January 2020
Wroclaw, Poland               

SA WG4 Meeting #108
06 – 09 April 2020
Sophia Antipolis, France               

SA WG4 Meeting #109
25 – 29 May 2020
Erlangen, Germany               

