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	Reason for change:
	Communication Service Availability (CSA) KPIs are given in current TS. 
Quote the definition of CSA:

communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.

NOTE 3:
The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable if an expected message is not received within a specified time, which, at minimum, is the sum of maximum allowed end-to-end latency and survival time.

Current description is vague since two possible cases will cause “the expected message is not received within a specificed time”, i.e., 1) one or more network device are down; 2) or the network is of full function, but the packet is lost during transmission. 
As a result, the total unavailable time is the sum of the network unavailability (failure+recovery) time and the interrupt time caused by packet loss or not delivered in time. 
It causes a problem for 3GPP system design since, e.g., the RAN group doesn’t know how to map this CSA KPIs to tranditional wireless KPIs like packet loss rate. Also, current CSA KPI becomes an unmeasureable KPI for 3GPP since the network unavailability (failure+recovery) time depends on implmetation and deployment thus is out of 3GPP. 
Therefore, we think it is better to make the CSA KPIs as a understandable, measureable network layer KPIs, by clarifying only case 2) is applied to CSA, i.e., the CSA KPIs only address the interrupt time caused by packet loss or not delivered in time.
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	Notes are added to clarify the KPIs and definition of CSA.
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***************************** Start of Change  ***************************************
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

characteristic parameter: numerical value that can be used for characterising the dynamic behaviour of communication functionality from an application point of view.

clock synchronicity: the maximum allowed time offset within a synchronisation domain between the master clock and any individual UE clock. 

NOTE 1: Clock synchronicity (or synchronicity) is used as KPI of clock synchronisation services.

clock synchronisation service: the service to align otherwise independent user-specific UE clocks.

communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.

NOTE 2:
The end point in "end-to-end" is assumed to be the communication service interface.

NOTE 3:
The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable if an expected message is not received within a specified time, which, at minimum, is the sum of maximum allowed end-to-end latency and survival time.

NOTE 4:
This definition was taken from TS 22.261 [2].

NOTE X: "The expected message is not received within a specified time" does not include the case when the physical link transmission is interrupted due to a device failure.
communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions.

NOTE 5:
Given conditions would include aspects that affect reliability, such as: mode of operation, stress levels, and environmental conditions.

NOTE 6:
Reliability may be quantified using appropriate measures such as meantime to failure, or the probability of no failure within a specified period of time.

NOTE 7:
This definition is based on IEC 61907 [7].

end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.

NOTE 8:
This definition was taken from TS 22.261 [2].

error: discrepancy between a computed, observed or measured value or condition and the true, specified or theoretically correct value or condition. 

NOTE 9: taken from IEC 61784-3 [3].
factory automation: automation application in industrial automation branches typically with discrete characteristics of the application to be automated with specific requirements for determinism, low latency, reliability, redundancy, cyber security, and functional safety.
NOTE 10:
Low latency typically means below 10 ms delivery time.

NOTE 11:
This definition is taken from IEC 62657-1 [18].

global clock: a user-specific synchronization clock set to a reference timescale such as the International Atomic Time.
influence quantity: quantity not essential for the performance of an item but affecting its performance. 

process automation: automation application in industrial automation branches typically with continuous characteristics of the application to be automated with specific requirements for determinism, reliability, redundancy, cyber security, and functional safety.

NOTE 12:
This definition is taken from IEC 62657-1 [18].

service area: geographic region where a 3GPP communication service is accessible. 

NOTE 13:
The service area can be indoors.

NOTE 14:
For some deployments, e.g., in process industry, the vertical dimension of the service area can be considerable. 

NOTE 15:
This definition was taken from TS 22.261 [2].

survival time: the time that an application consuming a communication service may continue without an anticipated message.
transfer interval: time difference between two consecutive transfers of application data from an application via the service interface to 3GPP system. 

NOTE 16:
This definition is based on subclause 3.1.85 in IEC 62657-2 [17].

user experienced data rate: the minimum data rate required to achieve a sufficient quality experience, with the exception of scenario for broadcast like services where the given value is the maximum that is needed.

NOTE 17: This definition was taken from TS 22.261 [2].

vertical domain: an industry or group of enterprises in which similar products or services are developed, produced, and provided.

working clock: a user-specific synchronization clock for a localized set of UEs collaborating on a specific task or work function.


***************************** Second Change  ****************************************
5.2
Periodic deterministic communication
Periodic deterministic communication is periodic with stringent requirements on timeliness and availability of the communication service. A transmission occurs every transfer interval. A description of periodic deterministic communication can be found in Clauses 4.3 and 4.4. Additional information on the underlying use cases of the sets of requirements in Table 5.2-1 can be found in Annex A. Further information on characteristic parameters and influence quantities used in Table 5.2-1 can be found in Annex C. 
The 5G system shall be able to provide periodic deterministic communication with the service performance requirements reported in Table 5.2-1.

Table 5.2-1: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity
	

	Communica​tion service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2)
	Service bit rate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE 
speed
	# of UEs
	Service area 
(note 3)
	Remarks

	99,999 % to 99,99999 %
	~ 10 years


	< transfer interval value
	–
	50
	500 μs 
	500 μs
	≤ 75 km/h
	≤ 20
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	40
	1 ms 
	1 ms
	≤ 75 km/h
	≤ 50
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	20
	2 ms 
	2 ms
	≤ 75 km/h
	≤ 100
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 %
	–
	< 5 ms
	1 kbit/s (steady state)
1,5 Mbit/s (fault case)
	< 1500
	< 60 s 
(steady state)
≥ 1 ms (fault case)
	TBD
	stationary
	20
	30 km x 20 km
	Electrical Distribution – Dis​tributed automated switch​ing for isolation and service restoration (A.4.4); (note 5) 

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 10 ms
	10 ms
	-
	5 to 10
	100 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	> 99,9999 %
	~ 10 years
	< transfer interval value
	–
	40 to 250
	1 ms to 50 ms (note 6) (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99,9999 % to 99,999999 %
	~ 1 month
	< transfer interval value
	–
	40 to 250
	4 ms to 8 ms (note 7)
	transfer interval value
	< 8 km/h
	TBD
	50 m x 10 m x 4 m
	Mobile control panels – remote control of e.g. assembly robots, milling machines (A.2.4.1); (note 9)

	99,9999 % to 99,999999 %
	~ 1 year
	< transfer interval
	–
	40 to 250


	< 12 ms (note 7)
	12 ms
	< 8 km/h
	TBD
	typically 40 m x 60 m; maximum 200 m x 300 m
	Mobile control panels -remote control of e.g. mobile cranes, mobile pumps, fixed portal cranes (A.2.4.1); (note 9)

	99,9999 % to 99,999999 %
	≥ 1 year
	< transfer interval value
	–
	20
	≥ 10 ms (note 8)
	0
	typically stationary
	typically 10 to 20
	typically ≤ 100 m x 100 m x 50 m
	Process automation – closed loop control (A.2.3.1)

	99,999 %
	TBD
	~ 50 ms  
	–
	~ 100
	~ 50 ms
	TBD
	stationary
	≤ 100 000
	several km2 up to 100 000 km2
	Primary frequency control (A.4.2); (note 9)

	99,999 %
	TBD
	~ 100 ms
	–
	~ 100
	~ 200 ms
	TBD
	stationary
	≤ 100 000
	several km2 up to 100 000 km2
	Distributed Voltage Control (A.4.3) (note 9)

	> 99,9999 %
	~ 1 year
	< transfer interval value
	–
	15 k to 250 k
	10 ms to 100 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots – video-operated remote control (A.2.2.3)

	> 99,9999 %
	~ 1 year
	< transfer interval value
	–
	40 to 250
	40 ms to 500 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99,99 %
	≥ 1 week
	< transfer interval value
	–
	20 to 255
	100 ms to 60s (note 7)
	≥ 3 x transfer interval value
	typically stationary
	≤ 10 000 to 100 000
	≤ 10 km x 10 km x 50 m
	Process monitoring (A.2.3.2), Plant asset management (A.2.3.3)

	NOTE 1:
One or more retransmissions of network layer packets may take place in order to satisfy the communication service availability requirement. The case that the physical link transmission is interrupted due to a device failure is excluded. 
NOTE 2:
Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).

NOTE 3:
Length x width (x height).
NOTE 4:
(void)

NOTE 5:
Communication includes two wireless links (UE to UE).

NOTE 6:
This covers different transfer intervals for different similar use cases with target values of 1 ms, 1 ms to 10 ms, and 10 ms to 50 ms.

NOTE 7:
The transfer interval deviates around its target value by < ± 25 %.

NOTE 8:
The transfer interval deviates around its target value by < ± 5 %.

NOTE 9:
Communication may include two wireless links (UE to UE)


***************************** Third Change  ****************************************
5.3
Aperiodic deterministic communication

Aperiodic deterministic communication is without a pre-set sending time, but still with stringent requirements on timeliness and availability of the communication service. A description of aperiodic deterministic communication can be found in Clauses 4.3 and 4.4. Additional information on the underlying use cases of the sets of requirements in Table 5.3-1 can be found in Annex A. Further information on characteristic parameters and influence quantities used in Table 5.3-1 can be found in Annex C. 

The 5G system shall be able to provide aperiodic deterministic communication with the service performance requirements reported in Table 5.3-1.
Table 5.3-1: Aperiodic deterministic communication service performance requirements
	Characteristic parameter (KPI)
	Influence quantity
	

	Communication service availability
(Note 1)
	Communication service reliability: mean time between failures
	Max Allowed End-to-end latency (note 2)
	Service bit rate: user-experienced data rate
	Message size [byte]
	Survival time
	UE speed
	# of UEs


	Service Area
	Remarks

	> 99,9999 %
	~ 1 week
	10 ms
	> 10 Mbit/s
	
	
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots – video streaming (A.2.2.3)

	99,9999 % to 99,999999 %
	~ 1 month
	< 30 ms
	> 5 Mbit/s
	
	
	< 8 km/h
	TBD
	TBD
	Mobile control panels - parallel data transmission (A.2.4.1)

	99,9999 %
	– 
	< 50 ms
	0,59 kbit/s
28 kbit/s
	< 100
	–
	stationary
	10~100 /km2
	TBD
	Smart grid millisecond level precise load control (A.4.5)

	> 99,9 %
	~ 1 month
	< 10 ms
	
	
	
	< 8 km/h
	≥ 3
	20 m x 20 m x 4 m
	Augmented reality; bi-directional transmission to image processing server (A.2.4.2)

	NOTE 1:
One or more retransmissions of network layer packets may take place in order to satisfy the communication service availability requirement. The case that the physical link transmission is interrupted due to a device failure is excluded. 
NOTE 2:
Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).

NOTE3:
(void)


***************************** Fouth Change  ****************************************
5.5
Mixed traffic

Mixed traffic cannot be assigned to one of the other communication patterns exclusively. Additional information on the underlying use cases of the sets of requirements in Table 5.5-1 can be found in Annex A. Further information on characteristic parameters and influence quantities used in Table 5.5-1 can be found in Annex C. 

The 5G system shall be able to provide mixed traffic communication with the service performance requirements reported in Table 5.5-1.
Table 5.5-1: Mixed traffic communication service performance requirements
	Characteristic parameter (KPI)
	Influence quantity
	Remarks

	Communication service availability
(Note 1)
	Communication service reliability: mean time between failures
	Max Allowed End-to-end latency (note 2)
	Service bit rate: aggregate user-experienced data rate
	Survival time
	UE speed
	# of UEs
	Service Area
	

	99,9999999 %
	~ 10 years
	16 ms
	
	
	stationary
	< 1 000
	several km²
	Wind power plant – control traffic (A.5.2); 

	NOTE 1:
One or more retransmissions of network layer packets may take place in order to satisfy the communication service availability requirement. The case that the physical link transmission is interrupted due to a device failure is excluded. 
NOTE 2:
Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).

NOTE 3:
(void)


***************************** End of Change  **************************************
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