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 Text proposal to TR22.832
This document proposes the following changes to TR 22.832 "Study on enhancements for cyber-physical control applications in vertical domains".
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3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

A
Actuator

ACSI
Application Communication Service Interface

AGV
automated guided vehicle

AR
Application Relation
C2C
Controller to controller
C2D
Controller to device
CR
Communication Relation
D2Cmp
Device to Compute
DCS
Distributed Control System
Dsp 
Descriptive Parameters
ERP
Enterprise Resource Planning
FW
Firewall
gPTP
generalized precision time protocol
I/O
Input/output
IT
Information Technology
L2
Layer 2 communication based on IEEE 802.3 [x1]
L2C
Line controller to controller
L3
Layer 3 communication, routed IP-based communication
MES
Manufacturing Execution System 
NAT
Network Address Translation
OPC/UA
Open Platform Communications Unified Architecture,  a machine to machine communication protocol for industrial automation developed by the OPC Foundation
OT
Operational Technology
PLC
Programmable Logic Controller
PTP
precision time protocol

QoSp
QoS Parameters
S
Sensor
Scp
Security Parameters

Sfp
Safety Parameters

TSN
time-sensitive networking
VPN
Virtual Private Network
WAN
Wide Area Network
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Annex X: Industrial communication network architecture
X.1
Overview

3GPP TS 22.104 [2] addresses a challenging class of vertical applications, namely cyber-physical control applications, which require very high levels of communication service availability. Real-time Ethernet is one of the established wireline communication technologies for cyber-physical control applications, and the TS 22.104 specification identifies requirements that 5G systems must meet to support real-time Ethernet.
In current industrial communications infrastructure deployments, the shop-floor IT, referred to as OT production domain, is separated from the enterprise IT by means of security gateways that perform Firewall (FW) and Network Address Translation (NAT) functions amongst other security related tasks. The enterprise IT is yet separated from the Internet or WAN service provider by another layer of security gateways. 

Such a typical topology is depicted in figure X.1-1 comprising of the public network domain, the enterprise domain and several OT production domains, which may be physically separated from each other but pertaining to one enterprise. Communication between two or more OT production domains may be via direct VPN connections traversing the FW/NAT Gateway or indirectly via applications residing in the enterprise domain (e.g. ERP/MES). Communication between L2/L3 infrastructure and respective Controllers, sensors (S) and actuators (A) is predominantly wired, employing communications technology.
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Figure X.1-1: Industrial communication network architecture
X.2
Use Case 1: Line Controller-to-Controller (L2C) and Controller-to-Controller (C2C) communication
A production line includes a set of machines as executing devices and a Line Control Unit. Preconfigured machines, which include tested and approved internal communication, communicate with a supervisory control unit of the production cell or line. Typically, the network has no fixed configuration of certain controls that need to be present. The control nodes present in the network often vary with the status of machines and the manufacturing plant. 
The machines used in a production cell can be identical but with a different task (machine cloning). Several robots for example, all having the same robot control and internal network architecture, are combined in a cell to fulfil different handling tasks. The number of machines in a line can vary from a few elements to hundreds of machines or other sub-elements. The typical line size is between 10 and 30 machines.

The machine modules may also communicate with other machine modules (Controller-to-Controller). This is often used for upstream/downstream data exchange between machine modules within a production domain. Each machine may run a different schedule and even the intervals may be different. The related 5G requirements assume 5-10 units within a service area of 100m x 30m x 10m.  Communication between distributed controllers in a DCS, that is a typical control system used in a large process plant for closed-loop process control, is another example of Controller-to-Controller communication in process automation.

X.3
Use Case 2: Controller-to-Device (C2D) communication

A machine module has typically a control unit and couple of field devices (I/O boxes). Field devices can have inputs for Sensors S and/or outputs for actuators A as process data. Typically, the machine controller (PLC or motion controller) has 1:n bidirectional communication relationships to (a set of) field device(s), e.g. sensors, actuators, drives. Smart devices include a control loop that is controlled by the control unit by set points with feedback values from the devices, e.g. a drive. 

A typical configuration of a machine module has 10 to 20 field devices connecting a few hundreds of sensors and actuators. Larger entities can have 100 and more field devices within a service area of 50m x 50m x 10m. 

A process automation facility may have a larger number of sensors and actuators distributed over a large area (up to several 10,000 in total) for closed-loop process control and process monitoring. In a typical DCS configuration, each distributed controller has a control over up to hundreds of sensors and actuators via 10 to 20 I/O boxes.

Within a machine network, I/O devices may need to exchange data with each other. A use case could be the connection to a (rotating) part of a machine that has so far been connected via a slip ring. A short delay is required, as the network sub-parts are logically be handled as one network of field devices. This communication can be handled as a sub-network connected to the machine controller (C2D).

X.4
Use Case 3: Device to Compute (D2Cmp) Communication

Asset management applications for devices used in process automation are usually not handled by the controller (PLC or DCS) of a network, such as

•
Inventory

•
Firmware update

•
Condition monitoring and predictive maintenance

•
Configuration backup

•
Data Analytics

Those functions, likely implemented plant wide or cloud based, require secure access from outside the control network to devices inside the control network bypassing the controller. As a controller is optimized for time critical control algorithms and efficient communication with sensors and actors, too much non-control-relevant traffic would load a controller unnecessarily. In wired installations, a gateway aside the controller is used to perform these tasks.

The applications above just support the primary use case (“process control” or “safety monitoring”) that are handled by a controller but must not impinge it in any case. This means: robust device access with no impact on real time traffic between devices or between device and controller.

The following network management services are required:

•
Network management services

-
Routable layer 3

-
Segmentation

-
IP address management

-
Device discovery service (network scan)

•
Security (authentication, authorization).

As a cloud application could access a device, also a device could access a cloud service in order to check availability of new firmware version or to actively backup its configuration data, e.g., on its digital twin. Whether the connection is established by compute or by device, it needs to be configurable in a secure way and with ability, to activate / deactivate it locally in the plant and remotely on compute.
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