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	*** 1st Change ***


5.2
VR Based Interactive Service  

5.2.1
Description

In NR, VR service could be one of the killer applications, and the gaming based on VR would be the most attractive interactive service. The goal of this use case is to provide VR based interactive service between UEs in proximity. 

In section 5.11 in [2], the virtual presence has already been described as an interactive service for high data rate zones (e.g. Office Environment). There are three use cases described as follows:

Use Case 1: One people could communicate with other people from other places with some special devices, e.g. Virtual Presence glasses;

Use Case 2: One people could communicate with his classmates and teachers via virtual presence glasses when he could not attend the classes because of e.g. surgery.

Use Case 3: One person could use his lightweight VR headset (where the VR headset is physically lighter and less computationally capable than a full VR headset) to watch the VR videos locally stored in his smartphone, or the VR videos transmitted from cloud through his smartphone.

In Use Case 3, rendering is performed fully or partially in the smartphone instead of the VR headset. The VR headset is simplified to mainly responsible for displaying rendered VR videos. To lessen the stringent requirements of wireless connection while keeping the VR headset lightweight, a light compression and decompression are performed in the smartphone and the VR headset respectively. Motion-to-photon (MTP) latency requirement need to be met by the VR headset and the smartphone. Taking out the delay for rendering and encoding/decoding processing, the the end-to-end latency for media stream transmission should be less than 8ms and motion tracking transmission should be less than 2ms. 
And the service requirements for the typical interactive service, i.e. VR service, are listed as follows based on [4]:

To support VR environments with low motion-to-photon capabilities, the 5G system shall support:
-
motion-to-photon latency in the range of 7-15ms while maintaining the required user data rate of [1Gbps] and

-
motion-to-sound delay of [<20ms].

NOTE: 
The motion-to-photon latency is defined as the latency between the physical movement of a user's head and the updated picture in the VR headset. The motion-to-sound latency is the latency between the physical movement of a user's head and updated sound waves from a head mounted speaker reaching their ears.
However, in the research report [5], it was mentioned high-mobility automotive content streaming would require strong network uniformity with increased capacity to handle growing bitrate requirements, and this also applies for interactive service. More advanced video formats, like interactive 6 degrees of freedom (6DoF) video, could also be used for interactive service and will be most demanding in terms of bandwidth, with up to 10X the bitrate required for 4K video.

And the usefulness of VR is heavily dependent on three network components: high throughput, low latency and a uniform experience. Within all these requirements, the maximum data rate of VR service would reach at least 1 Gbps; and if the latency based on Motion-to-Photon (MTP) is less than 15ms (including processing delay in device), the latency would be imperceptible to all users. 

And further more in [6], the user throughput of VR service was mentioned as 7Gbps with a latency of 10ms, and with advanced compression techniques the network throughput requirement can be approximately 5.2 Gbps [7][8].

Besides, in [9], it was also mentioned that currently stringent latency requirements are of utmost importance for providing a pleasant immersive experience especially for VR based interactive service. The human eye needs to perceive accurate and smooth movements with low motion-to-photon (MTP) latency, which is the lapse between a movement (e.g., head rotation) and a frame’s pixels corresponding to the new field of views shown to the eyes. And the E2E latency is about 15ms including the device processing delay. And it was also mentioned that a maximum packet error rate (PER) of 10-5 correlates with the VR tracking message signalling that has to be delivered with ultra-high reliability to ensure smooth VR service.

As mentioned above, different companies have different views on how large data rate should be supported.

And based on the study, improved VR performance could be obtained with the following conditions:

-
Terminal: 120 degree with 16K screen resolution
-
Content: Full view resolution as 23040*11520 with 3D DoF and 120fps

And for the interactive service like interactive gaming, at least 2 UEs will join the interactive game. For the maximum number, different interactive game may have different numbers, e.g. 10 or even 100. Here, to be realistic, we think 10 could be appropriate number to start.

Besides, from network perspective, the VR based interactive service can be satisfied by both the ProSe Communication path (direct) and the 5GC path, and network can determine whether the ProSe Communication path (direct) or 5GC path should be used based on the interactive service requirements. For example, when UE is in the coverage and the service requirements e.g. data rate can be satisfied, the network can use the 5GC path; while UE is in the coverage but service requirements e.g. data rate cannot be satisfied, the network can use the ProSe Communication path (direct). 

5.2.2
Pre-conditions

The UE supporting interactive service i.e. VR service exchange the typical interactive service data, and the quality of service needs to be guaranteed.

5.2.3
Service Flows

UE A/B/C/D would like to start an interactive service, e.g. VR gaming;

UE A/B/C/D in proximity could be close to the base station or far away from the gNBs;

UE A/B/C/D download(s) the required information for the interactive service from network;

UE A/B/C/D in proximity can exchange the real-time interactive data with each other with satisfied experienced data rate via the ProSe Communication path (direct) or via gNB based on network decision;

UE A/B/C/D could update the status with the network;

UE A/B/C/D can stop the interactive service and inform the network.

5.2.4
Post-conditions

The interactive service data could be exchanged between UEs and the service requirements could be guaranteed with network control.

5.2.5
Gap Analyses

Firstly, in [4], the maximum experienced data rate for VR is 1Gbps, which may be lower than high definition VR service.

Secondly, there is no definition about the number of users joining the VR based interactive service.

Thirdly, in [4], the 1Gbps can only be satisfied via the 5GC path, while the interactive VR service can also happen when UE is in the coverage but the requirements cannot be satisfied, in this case, the network needs to determine whether to use the ProSe Communication path (direct) to satisfy the requirements.

5.2.6
Potential Requirements

[P.R.5.2-001] The 5G system shall support VR based interactive service with [8K] resolution and 120fps content.

[P.R.5.2-002] The 5G system shall be able to support interactive service between at least 2 UEs and among at most [10] UEs.

[P.R.5.2-003] The 5G system shall be able to determine exchanging interactive service data via the ProSe Communication path (direct) or via the 5GC path in order to guarantee the user experienced data rate and latency.
[P.R.5.2-004]
The 5G system shall support packets transmission between UEs with less than 8 ms E2E latency and [y]Gbps data rates for the ProSe Communication path (direct). 
[P.R.5.2-005]
The 5G system shall support packets transmission between UEs with less than 2 ms E2E latency and [z]bps data rates for the ProSe Communication path (direct). 
	*** End of Change ***


