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Abstract: This paper provides corrections and clarifications to the existing use cases and requirements documented in TR22.829.
--- FIRST CHANGE ---
5.1
Use case of UAV supporting high resolution video live broadcast application
5.1.1
Description

The UAV combined with panoramic VR live broadcast will enable the distribution of a live video experience as if the audience were there. The system is based on a 360 degree spherical view camera system carried on a UAV. 4K video can be captured and encoded, then uploaded to cloud through 3GPP system in real-time. 

In TR22.891, UAV support for live broadcast has been mentioned and following potential requirements were introduced:

The 3GPP system shall support:

-
Round trip latency less than [150 ms], including all network components. 

-
Due to consequences of failure being loss of property or life, reliability goal is [near 100%.] 

-
Reliability to be at the same level for current aviation Air Traffic Control (ATC). Link supports command and control of vehicles in controlled airspace. 

-
Priority, Precedence, Preemption (PPP) mechanisms shall be used to ensure sufficient reliability metrics are reached. 

-
Position accuracy within [10 cm] to avoid damage to property or life in densely populated areas.

-
Provide continuous wireless coverage, high speed uplink bandwidth at least [20Mbps], for a flying UE at low altitude of [10-1000] meters with the high speed as maximum as [300km/h]. 
The above performance requirements can support 4K video case. But with the evolution to higher resolution video e.g. 8K, these related performance KPI for 5G system should be updated.

According to [9] published by Chinese IMT2020(5G) promotion group, the performance requirements of UAV to support VR live broadcast application are listed in the following table:

	time
	Video resolution
	Upload data rate(UL)
	Remote control data rate(DL)
	Video latency
	Control latency
	Positioning Accuracy
	Altitude
	Region

	2018
	1080P
	6Mbps
	300Kbps
	500ms
	100ms
	1m
	<100m
	City\ Scenic Area

	
	4K
	25Mbps
	
	
	
	1m
	
	

	2020
	4K
	25Mbps
	600Kbps
	200ms
	20ms
	0.5m
	
	

	
	8K
	 100Mbps
	
	
	
	0.5m
	
	


Note:  the flying speed of UAV in this kind of use cases is normally static or slow, so the speed of UAV will not be the considering factor for the performance requirement. 

Besides the connection capability provided by 5G system, the flying status of UAV serving for VR live broadcast should always be monitored and in case there is any abnormality. The 5G system can help the remote 3rd party application to monitor the UAV.
5.1.2
Pre-conditions

Enjoy company owns multiple UAV teams. Some of the teams have been equipped with 360 degree 8K video cameras and 5G modules served by Operator A.

The “Enjoy” company is requested to perform VR live broadcast for the BaiYangdian Scenic area. The Enjoy company assigns UAV team1 to implement the task.

5.1.3
Service Flows

The UAVs are flying over the BaiYangdian Scenic area and shoot 360 degree 8K videos through the camera system. Through the 5G communication module, the 8K video streams can uploaded to the cloud server in real-time.

During the work time of the UAVs, through 5G system, the UAVs status (e.g. flying trajectory, position, flying speed, flying environment etc.) can be monitored and reported to the management platform of the Enjoy company. 

The remote VR glasses receive the video streams in real-time. 
5.1.4
Post-conditions

The remote users can enjoy the sight of the BaiYangdian Scenic area through VR glasses in real-time.
5.1.5
Existing features partly or fully covering the use case functionality

Much of this scenario is enabled by 5G eMBB service provided to the UAV.
5.1.6
Potential New Requirements needed to support the use case

The 3GPP system shall be able to provide seamless connection service for UAV to support evolved high resolution video live broadcast application. The performance KPI is as following:

	Video resolution
	Upload data rate(UL)
	Remote control data rate(DL)
	Video latency
	Control latency
	Positioning Accuracy
	Altitude
	Region

	8K
	 100Mbps
	600Kbps
	200ms
	20ms
	0.5m
	<100m
	City\ Scenic Area


The 3GPP system shall support the 3rd party application to request real-time monitoring of the UAV and report related status information to the 3rd party application.

--- END FIRST CHANGE ---
--- SECOND CHANGE ---
5.2
UAV on-board Base Station
5.2.1
Description

In some scenarios, e.g. disaster monitoring, border surveillance, and emergency assistance, unmanned aerial vehicles (UAVs) are a good choice for commercial application, due to ease of deployment, low acquisition and maintenance costs, high-maneuverability and the ability to hover. From the wireless communication perspective, using UAV with an on-board Base Station (i.e. UAV base station, UBS) has already attracted interest from the community, especially using UBS to enhance coverage in variety of scenarios, e.g. emergency situations, temporary coverage for mobile users and hots-spot events, due to their fast deployment and large coverage capabilities. 

TR38.811 documents the radio aspects of using Unmanned Aircraft Systems (UAS) including High Altitude Pseudo Satellites (HAPS) as a base station. In TR 38.811 the altitude of the so called UAS can be between 8km and 50 km. Due to its lower altitude (usually around 100m), the UAV with on-board base station (i.e. UBS) is more flexible than that of UAS, from the coverage and quick deployment perspective.The UBS act as either base station or relay, as shown in figures below. 
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Figure 5.2.1-1: UBS act as base station
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Figure 5.2.1-2: UBS act as relay
5.2.2
Pre-conditions

To enable this use, following pre-conditions should be met:

-
An UAV should be equipped with base station functionality, to become a UBS;

-
The DBS is able to fly to designated area, by itself, or controlled by human, and then hover over that area for a period of time as necessary;

-    The UBS is able to connect the 5G core network and work as base station, via wireless link, and bootstrap as a base station, from the core network perspective;
-    The UBS should be authorized by the 5G system before it works.
5.2.3
Service Flows
The operator finds that some areas need temporary coverage, due to emergency situation, or some events happened unexpectedly. However, such coverage could not be achieved by installing fixed base station, or by delivering ground vehicle based base stations, since their deployment time is too long, and the cost is high. In this case, using UBS is suitable due to its quick deployment, and more important is that such coverage is only need temporarily. 

The service flows are:

1. Operator decided that one area need temporary coverage, which can be enabled by deploying UBS;

2. Determine all necessary parameters of this coverage, e.g. geographic area, time duration of such coverage, bandwidth, spectrum, and etc.

3. Send a number of UBSs to the designated areas; 

4. After arriving at the target area/position, each UBS bootstraps its base station functionality, and gets authorised by the network management system(NMS), to work as an base station;

5.  The NMS downloads configuration data to the UBS;

6. The UBS configures itself accordingly, e.g. SIB information, N2/N3 interface, once done, then the UBS turns the base station functionality into operation mode;

7. When working as a base station, the UBS does not move relative to the ground. The UE can access to 3GPP network via one UBS. The user experiences no difference between being served by a UBS and by a normal base station. 

8. When approaching the end of time period of this temporary coverage, or due to power consumption of the UBS, the UBS shut down its base station functionality, and fly back home.

9. Operator may send more UBSs during the time period of this temporary coverage.

10. Once the time period ends, all UBS fly back home.

11. During the UBS working period, the Operator needs to continuously monitor the UBS work status. If an abnormality is detected e.g. the wireless backhul of the UBS is disconnected or if the power of the UAV will be exhausted, the operator may assign another new UBS to replace the abnormal UBS to take over the task or adjust other UBS(s) in this area to help to cover the coverage hole. At the same time, the UEs attached in the abnormal UBS can seamless hand over to the other UBS(s).
5.2.4
Post-conditions

The temporary coverage is available. 

5.2.5
Existing features partly or fully covering the use case functionality

The existing set of normative specifications in TS 22.125 has no support of the UBS use case. However, TS 22.125 covers many operations related to the operation of a UAV which will be carrying the UBS (e.g. initial authorisation to operate, interactions with the UTM etc).

The 3GPP system shall be able to support UBSs to supply seamless connection service when one UBS is replaced or UBSs topology is adjusted. 

5.2.6
Potential New Requirements needed to support the use case

The 3GPP system shall enable the authorization of the UBS, before the UBS can work.

The 3GPP system shall enable a UBS to work only at the designated position. That means that once move out of this position, it should not work as a UBS.

The 5G system shall be able to supply wireless backhaul with the required quality to enable a UBS .

The 3GPP system shall be able to monitor UBS (e.g. power consumption of the UAV etc.).
--- END SECOND CHANGE ---
--- THIRD CHANGE ---
5.3
Use case for UAS Commands and Control (C2) Communication

5.3.1
Description

In the service requirements of Rel-16 ID_UAS, it is assumed that the UAS is operated by the human-operator using a UAV controller to control a paired UAV, in which both UAV and the UAV controller are connected using two individual connections via 3GPP network for commands and control (C2) communication. 

However, the ID_UAS service in Rel-16 does not take into account the KPIs of the C2 communication. 

First thing to consider for the UAS operation is the raised safety concerns, including the risk of mid-air collision with another UAV, the risk of loss of control of a UAV, the risk of intentional misuse of a UAV, and the risk of various UAS users, e.g. business, leisure, etc, sharing the airspace. Therefore, to avoid the safety risks, when considering 5G network as the transport network, it is important to provision UAS services by guaranteeing QoS for the C2 communication.

Figure 5.3-1 shows four C2 communication models in this use case.


[image: image3.png]Model-C: Dual Indirect C2 Model-D: UTM-Navigated C2




Figure 5.3-1: Four C2 Communication Models (blue arrows show C2 communication links)

Model-A: Direct C2; the UAV controller and UAV establish a direct C2 link to communicate with each other and both are registered to the 5G network using the radio resource configured and scheduled provided by the 5G network for direct C2 communication. 

Model-B: Indirect C2; the UAV controller and UAV register and establish respective unicast C2 communication links to the 5G network and communicate with each other via 5G network. Also, both the UAV controller and UAV may be registered to the 5G network via different NG-RAN nodes. The 5G network needs to support mechanism to handle the reliable routing of C2 communication in any case.  

Model-C: Dual Indirect C2; following the Model-B indirect C2 model, in order to ensure the service availability and reliability of the C2 communication for UAS operation, especially when the UAV is flying beyond line of sight (BLOS) of the operator, redundant C2 communication link are supported for UAV.

Model-D: UTM-Navigated C2; the UAV has provided pre-scheduled flight plan for autonomous flying, however the UTM still maintain a C2 communication link with the UAV in order to monitor the UAV and navigate the UAV whenever necessary. 

In general, Model-A, Model-B, and Model-C are for direct command and control to fly the UAV by the human-operator using a UAV controller. To avoid the risk for losing control of the UAV, it is critically important to ensure the 5G connectivity for C2 communication.  

On the contrary, Model-D is for indirect command and control to fly the UAV using pre-schedule flying route provided by the UTM. In this case, the UTM needs to regularly monitor the flying status and provide updates to adjust the route if needed.

For reliability and service availability consideration, hybrid C2 models may also be applicable by combining any models with one as a backup C2 communication link. 

· For example, Model-A direct C2 can be used at first and then switch to the Model-B indirect C2 when the UAV is flying BLOS. 

· For example, the Model-C dual indirect C2 can be used when the Model-B indirect C2 communication is only available with weak connectivity, the 5G network can enable Model-C dual indirect C2 communication to ensure the reliability of the C2 communication.

· For example, the Model-D UTM-navigated C2 can also be utilized whenever needed, e.g. for air traffic control, the UAV is approaching a No Drone Zone, and detected potential security threats, etc. 

According to [6], based on the system architecture with ground radio station (GRS) to repeat the signals for the Remotely Piloted Air System (RPAS), the communication speed (in bps) requirements have been identified for the uplink and downlink C2 communication based on traffic types, e.g. 

· from RPAS to GRS (downlink): Telemetry (7595 bps), Navaid Display Data (1137 bps), ATC Voice (4800 bps), ATS Data (59 bps), Weather (27770 bps).

· from GRS to RPAS (uplink): Telecommand (4563bps), Navigational Aid Setting (666 bps), Air Traffic Control-Voice (4800 bps), Air Traffic Control-Data (49 bps).  

It has been shown that the requirement for the C2 communication would greatly depend on the required traffic types in UAS services for a UAV in the end-to-end communication path. Therefore, there are four service classes have been defined in [6] to support one to multiple traffic types. 

Similarly, the bandwidth and latency KPIs for different traffic types can be considered for C2 communication via the 3GPP network as provided in Figure 5.3-1. In principle, the following traffic types need to be considered: 

· Command and Control: using C2 communication for delivering the instructions from the UAV controller/UTM to the UAV. The C2 communication of this type includes two different subclasses to reflect different distances between the UAV and the UAV controller/UTM, including visual line of sight (VLOS), and non-visual line of sight (Non-VLOS). The latency of this VLOS traffic type needs to consider instruction delivery time, human reaction time and assisted media, e.g. video streaming, delivery latency. As such, the sustainable latency for VLOS is shorter than that for Non-VLOS.

· Telemetry C2: using C2 communication for the monitoring events reporting. The bandwidth and latency requirements are not critical. 

· Real-time C2: using C2 communication for telecommands, the required latency needs to consider end-to-end C2 communication path (both for uplink and downlink) as well as reaction time of the operator. 

· Video Streaming C2: using C2 communication for uploading live video stream from the UAV to the UTM in 3GPP network or UAV controller. In the latter case, the bandwidth and latency requirement need to be supported in both uplink and downlink for the end-to-end C2 communication path. Depending on the resolution of the video stream, the required bandwidths are different. However, the latency requirement is critical and needs to take into account human reaction delay if using Model-A/B/C.

· Situation-Aware Report C2: using C2 communication for reporting configured monitoring events, e.g. for detected identifiable objects, and urgent event alarm due to detected unidentifiable objects/obstacles, e.g. birds, kites, aliens, UFO, etc.  In later case, the video clips may be sent with the alarm. 

Table 1 shows the KPIs for the considered use cases for C2 communication:

	Traffic Type for C2
	Bandwidth
	Latency

	Command and Control
	0.001 Mbps
	VLOS: TBD

Non-VLOS: TBD

	Telemetry
	0.012 Mbps w/o video
	 1 sec

	Real-Time
	0.06 Mbps w/o video
	 100 msec

	Video Streaming
	4 Mbps for 720p video

9 Mbps for 1080p video

30 Mbps for 4K Video
	  100 msec

	Situation Aware report
	 1 Mbps
	 10-100 msec


Furthermore, according to the type of the UAS services, some traffics may require higher priority in C2 communication for responding to the urgent events, e.g. sudden bird flocks are approaching, etc. 

5.3.2
Pre-conditions

The operator powers on the UAV and UAV controller. The UAV and the UAV controller respectively register to the 5G network. 

5.3.3
Service Flows

The 5G network establishes respective sessions for the UAV and UAV controller, which can be used to communicate with UTM and as a default C2 communication for the UAS.

As part of the registration procedure or service request procedure, the UAV and UAV controller request UAS operation and indicate pre-defined service class or required UAS services e.g. Navigational Aid Service, and Weather, etc., to the UTM. 

The UTM grants the UAS operation for the UAV and UAV controller, provides granted UAS services, and allocates a temporary UAS-ID, to the UAS. The UTM provides required information for C2 communication of the UAS to the 5G network, e.g. service classes, or traffic types of the UAS services, required QoS of the authorized UAS services, and subscription of the UAS services.

The UAV and UAV controller indicate preferred C2 communication model, e.g. Model-B, with allocated UAS-ID to the 5G network when requesting to establish C2 communication with the 5G network.

If there is need to create additional C2 communication connection or change the configuration of the existing data connection for the C2, the 5G network modifies or allocates one or more QoS flows for the C2 communication traffics based on granted UAS services information of the UAS and required QoS and priority in C2 communication. 

5.3.4
Post-conditions

The UAS operation is successful with the support of required QoS in C2 communication over 5G network.

5.3.5
Existing features partly or fully covering the use case functionality

The 5G system shall support mechanism for command and control (C2) communication between the UAV and the UAV controller with pre-defined C2 communication models, e.g. direct C2, indirect C2, dual indirect C2, and UTM-navigated C2 models.

The 5G system shall support mechanism for C2 communication between the UAV and the UTM for monitoring the UAV status, and UTM-navigation.

The 5G system shall support a mechanism to provision required QoS, priority, and to ensure reliability for one or more C2 communication sessions between the UAV and UAV controller.

The 5G system shall support end-to-end integrity and confidentiality for the C2 communication.

5.3.6
Potential New Requirements needed to support the use case

The 5G system shall enable command and control (C2) communication between the UAV and the UAV controller with direct C2 communication in network coverage or out-of-network coverage.

The 3GPP system shall provide C2 communication for a UTM to fly the UAV via flight plan.

The 3GPP system shall provide a mechanism to allow a UTM to track the UAV which is flown via flight plan. The 5G system shall support a mechanism to interact with UTM for obtaining required UAS service information for C2 communication, e.g. service classes, traffic types, required QoS, and service authorization , etc., to identify the traffics and enforce differentiated traffic policies.

The 5G system shall provide a mechanism to allow UTM to provision traffic parameters e.g. traffic flows, traffic types, of C2 communication associated to the same or different application, and to request differentiated QoS accordingly.

The 5G system shall support a mechanism for UTM to configure monitoring events, and corresponding actions, e.g. monitoring reports to the network, urgent reports to the network, and urgent actions at the UAV, e.g. turns away, return to the UAV controller or a specific location, etc.

The 5G system shall support a mechanism for the UTM to monitor the C2 communication using any pre-defined C2 communication models between UAV and the UAV controller and perform actions when detecting the configured monitoring events, e.g. approaching no drone zone, or situation-aware events, e.g. flash/tornado is happening, etc.

The 5G system shall support a mechanism to prioritize different UAS services in C2 communication for one UAS or among multiple UASs.

The 5G system shall support a mechanism to switch between C2 communication modes for UAS operation (e.g. from indirect C2 communication to direct C2 communication, or from indirect C2 communication to UTM navigated C2 communication) and ensure the disconnection time is below [10] msec.


The 5G system shall support periodical data traffic, e.g. telemetry, in C2 communication with required bandwidth for [0.012] Mbps.

The 5G system shall support real-time traffic, e.g. telecommand, in C2 communication with required bandwidth for 0.06Mbps, and required latency less than [100] msec.

The 5G system shall support video streaming traffic in C2 communication with required bandwidth from 4Mbps to 30Mbps and latency less than [100] msec.
Editor’s Note: the list in 5.3.5 can be considered for further inclusion in potential requirements.
--- END THIRD CHANGE ---
--- FOURTH CHANGE ---
5.4
Use case for simultaneously support data transmission for UAVs and eMBB users
5.4.1
Description

Under limited bandwidth resources, a base station may need to support data transmission for UAVs in the air and for eMBB users on the ground at the same time. For example, in live broadcast scenarios, a UAV over 100m height needs to transmit the captured pictures or video to the base station in real time, which requires high transmission rate and large bandwidth. At the same time, the base station also needs to provide required QoS for ground users (e.g., eMBB users. The interference between these two kinds of communication shall be minimized. 

5.4.2
Pre-conditions

A wildlife conservation park deploys UAVs to monitor the trees, animal distribution, and activity. The operator has completed 5G coverage for the area. The park meets the following conditions:
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1. The park used for testing is a 10km x 20km area.

2. There are three base stations in the park, and 10 UAVs patrol once a day.
3. Each UAV has a cruising area of 20 square kilometres per day
4. In addition, there are staff and tourists in the park who use 5G mobile phones to work or visit. These workers or tourists use the base stations of the park together with the UAVs.
5.4.3
Service Flows

The UAVs capture the real-time video of wild animals and stream the high definition videos to the base station. The uplink data is 120Mbps.

At the same time, a staff is using his smartphone to watch the videos to monitoring the wild animals. And a tourist is using her smartphone to capture the pictures of park and share to her friends.

5.4.4
Post-conditions

The base station can provide the required data rate for both UAVs and eMBB users on the ground. 
5.4.5
Existing features partly or fully covering the use case functionality
The 5G system shall optimize the resource use of the control plane and/or user plane for transfer of continuous uplink data that requires both high data rate (e.g., 10 Mbps) and very low end-to-end latency (e.g., 1-10 ms). (TS 22.261)

5.4.6
Potential New Requirements needed to support the use case

The 5G system shall support [120Mbps] uplink data rate for UAVs under the condition that the density of active UAV is 10/200km2, the height of UAVs is between 30 meters and 300 meters, the flight average speed is 60km/h, while providing simultaneously services to eMBB users (e.g., the KPIs for rural and urban scenarios as defined in TS 22.261) without service degradation. 
--- END FOURTH CHANGE ---
--- FIFTH CHANGE ---
5.5
Use case for autonomous UAVs controlled by AI 
5.5.1
Description

The control of UAVs by AI is mainly operated by the following steps: 

1. The UAVs collects real-time information (including high-precision three-dimensional surface topographic data, real-time pictures, real-time video, etc.); 

2. This real-time information is transmitted to the AI system via the 5G network; 

3. The flight path of the aircraft of the fixed route is processed by the AI system, and the judgment command is calculated and made; 

4. These instructions are sent to the UAV via the 5G network.

In the case of UAV controlled by AI, the UAV's requirements for the wireless network for both high uplink rate transmission and the low delay downlink transmission need to be considered.
In addition, the 5G network needs to provide high precision positioning information to the AI system to assist the calculation and decision-making for UAV flight.
5.5.2
Pre-conditions

An AI system is deployed for UAV scenarios (such as oil pipeline patrol, UAV joint operations) to enable real-time UAV control. The network operators provide the coverage for the UAVs and the connections between UAVs and the AI system. AI system may be located in the UTM or another third-party devices which is out of the 3GPP system.
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Figure x.1.2-1: Use of autonomous UAVs controlled by AI system
5.5.3
Service Flows

1. The UAVs collects real-time information (including high-precision three-dimensional surface topographic data, real-time pictures, real-time video, etc.); 
2. These real-time information is transmitted to the AI system via the 5G network; this would require high data rate (e.g., 120Mbit/s) in UL direction.
3. The flight path of the aircraft of the fixed route is processed by the AI system, and the judgment command is calculated and made; 

4. These instructions are sent to the UAV via the 5G network, which requires low delay and high reliability in DL direction. There is no particularly high requirement for the transmission data rate.
5. The 5G system provides high-precision positioning of the UAV, which has been specified in 3GPP TS 22.261. Furthermore, the 5G system gets the real-time location data of flying UAV, then sends them to a trusted third party, e.g., AI system for UAVs to assist flying.
5.5.4
Post-conditions

The autonomous UAV finish their tasks under the control of the UAV AI system. When the processing time of terminal and AI system is 10 ms, the two-way network delay i.e., uplink latency plus downlink latency shall be less than 40 ms. See Annex [2] for how the latency is calculated.

5.5.5
Existing features partly or fully covering the use case functionality

The 5G system shall optimize the resource use of the control plane and/or user plane for transfer of continuous uplink data that requires both high data rate (e.g., 10 Mbps) and very low end-to-end latency (e.g., 1-10 ms).[7]
Cloud applications like cloud robotics perform computation in the network rather than in a UE, which requires the system to have high data rate in the uplink and very low round trip latency. Supposed that high density cloud robotics will be deployed in the future, the 5G system need to optimize the resource efficiency for such scenario. [7]
The 5G system shall be able to provide the required QoS (e.g., reliability, end-to-end latency, and bandwidth) for a service and support prioritization of resources when necessary for that service. [7]

NOTE 1:
for instance, the combination of 3GPP positioning technologies with non-3GPP positioning technologies such as for example GNSS (e.g. Beidou, Galileo, GLONASS, and GPS), Terrestrial Beacon Systems (TBS), sensors (e.g. barometer, IMU), WLAN/Bluetooth-based positioning, can support the improvement of accuracy, availability, reliability and/or confidence level, the reduction of positioning service latency, the increase of the update rate of the position-related data, increase the coverage (service area). [7]
NOTE 2:
the combination can vary over time to optimise the performances, and can be the combination of multiple positioning technologies at the same epoch and/or the combination of multiple positioning technologies at different epochs. [7]
The 3GPP system should enable an MNO to augment the data sent to a UTM with the following: network-based positioning information of UAV and UAV controller. [8]

5.5.6
Potential New Requirements needed to support the use case

The 5G system shall support transfer of continuous data that requires both [120]Mbps uplink data rate and [40]ms two-way network delay (i.e., uplink latency plus downlink latency).
The 5G system shall be able to provide higher accuracy location information of a UAV to a trusted third party, with latency less than [10]ms. 
Editor's note: The second requirement should be move to 5.5.5 based on the clarification for 10ms time delay already fulfillment.
--- END FIFTH CHANGE ---
--- SIXTH CHANGE ---
5.6
Isolated deployment of Radio Access Through UAV

5.6.1
Description

There is a limit in the flying time of UAV and this, in turn, impacts the operating time of network equipment mounted on the UAV.
In some scenario such as remote isolated location, a UAV can be deployed to area where no backhaul connectivity is needed for communication between a private group of users. 
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Figure 5.6.1-1: Use of airbornenetwork for an isolated situation.
5.6.2
Pre-conditions

The airborne network is implemented as a UAV carrying network equipment. It is dispatched to areas where there is no communication infrastructure on the ground. Due to technical limitation such as weight and battery capacity, the maximum flying time of the airborne network is limited (e.g.1 hours).

5.6.3
Service Flows

For a construction project in a remote area where no wire line communication equipment is installed, there are two remote operation regions. To assist communication among construction equipment and workers, it is decided to use an airborne network. Following is a time line of the events.

-
UAV1 equipped with an airborne network is deployed in the remote area. This airborne network is located where it can provide communication service for the UEs both in region 1 and in region 2.

-
The construction equipment and workers in the region 1 and 2 move around. Based on many factors such as the requirement of communication service, the position of construction equipment, power constraints and so on, the UAV mounting the network equipment adjusts its location to provide optimal communication service, while minimizing its power consumption.

-
Because the airborne network is deployed in a remote area, backhaul connectivity is not available. Because the communication service among the UEs covered by the airborne network is possible, the UEs on the ground identify to which UEs it can communicate before actually transmitting data. Because the buffering capability of airborne network is limited, data which cannot be forwarded by the airborne network should not be delivered to the airborne network. 

5.6.4
Post-conditions

UEs within the remote area can reliably communicate with each other.

5.6.5
Potential Impacts or Interactions with Existing Services/Features
TS 22.346 section 5.2.2 includes following requirements for IOPS:

-
Public Safety UEs served only by an Isolated E-UTRAN will not possess user plane connectivity to an external IP network due to the absence of backhaul connectivity to the Mobile Operator Network. The Isolated E-UTRAN may support Selected IP Traffic Offload at the Local Network, compatible with the service principles defined in [2], in order to provide connectivity to external IP networks (e.g. internet) when a backhaul connection (limited or otherwise) is present.

-
The Isolated E-UTRAN shall be able to establish 'local routing' and ProSe Group Communication for the Public Safety UEs in coverage of the Isolated E-UTRAN.

-
The Isolated E-UTRAN shall allow Public Safety UEs under its coverage to initiate and maintain voice and data communications with other Public Safety UEs and groups under the coverage of the Isolated E-UTRAN.

-
The Isolated E-UTRAN shall be capable of informing served Public Safety UEs about which other Public Safety UEs the Isolated E-UTRAN is serving. The Isolated E-UTRAN shall support restrictions upon the provision of this information according to security policy.
NOTE:
For example, information on users within a served user's organization could be sent to that served user, and information on users could be provided to other users within the same group. Lists of served users and/or served groups could be obtained from the network or could be compiled from information collected from the UEs served by the isolated system.

The above existing requirements have the following restriction:

-
Only Public Safety UEs are allowed. Other types of UEs are not considered. Thus, there is no support for non Public Safety UEs

-
The operation is limited to E-UTRAN. NG-RAN is not considered. Thus, the requirement is not applicable for 5G system.

-
The operation is limited to radio access network with no/limited backhaul. Thus, the case where an isolated system includes the core network with backhaul but without data network connectivity is not supported.
5.6.6
Potential new requirements

Editor's note:
How to capture that IOPS functionality can be applicable also to other scenarios (e.g. non Public Safety UEs, UAV scenario, NG-RAN, 5G Network)is FFS

Editor's note:
It is FFS whether other requirements can be introduced from this use case.

--- END SIXTH CHANGE ---
--- SEVENTH CHANGE ---
5.7
Radio Access through UAV

5.7.1
Description

Currently available UAVs have limited flying time, typically in the range from 10 minutes to 1 hours. Due to complex relationship among weight, battery power, payload, aerodynamics, controllability, regulations and so on, the flying time cannot be increased arbitrary or endlessly.

When a UAV is functioning as a flying radio access network, the weight of the UAV will increase due to the payload of radio access network equipment. This, in turn, will further reduce actual achievable flight time of the UAV.

The effectiveness of a UAV as a mobile radio access network platform will further be impacted by deployment scenarios. For example, a flying radio access network is typically required for the area where ground-based radio access network equipment cannot be installed. So, the UAV has to fly some distance from the base camp to the remote area, and the UAV has to fly back to base camp before it runs out of power. This is shown in the following figure.
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Figure 5.7.1-1: Time analysis of UAV operation
The sum of time for each operation in the figure should be smaller than the maximum flying time of a UAV. Then, the actual time that the flying radio access network can operate will be smaller than that.

Thus, to provide continuous communication service through UAV, several UAVs are needed i.e, before the battery of the deployed hovering radio access network is exhausted, the UAV should be replaced by other UAVs.  

5.7.2
Pre-conditions

The hovering RAN is implemented as UAV carrying radio access network equipment. It is dispatched to area where there is no communication infrastructure.
Due to technical limitation, the maximum flying time of the hovering RAN is 1 hours. When it is not used, the hovering RAN is kept and charged at the central base.

5.7.3
Service Flows

An emergency rescue operation starts in the wood, where no wire line communication equipment is installed. To assist communications among the rescuers, it is decided to dispatch hovering RAN to the area. It takes 15 minutes for the hovering RAN to fly from the central base to the rescue area. Following is a time line of the events.

-
12:00 AM: UAV1 is equipped with Hovering RAN. UAV1 takes off from the central base and heads toward the rescue area.

-
12:15 AM: UAV1 arrives at the rescue area. Hovering RAN mounted on the UAV1 starts operation. Because backhaul is available at the location of the UAV1, the UEs served by the hovering RAN can be connected to a remote operation control server. To save power, the hovering RAN adjusts its coverage, based on the users that it needs to serve. Because backhaul connectivity is provided over wireless medium, the efficient use of this backhaul for the delivery of signaling and user data is necessary. This is especially true because the power capacity on the UAVs are limited. As power consumption for equipment increases, the flying time will be shorter.

-
12:25 AM: UAV2 is also equipped with hovering RAN. UAV2 takes off from the central base and heads toward the rescue area.

-
12:40 AM: UAV2 arrives at the rescue area. Hovering RAN mounted on the UAV2 starts operation. While the hovering RAN on UAV2 is being set up, the impact to the UEs served by hovering RAN on the UAV1 should be minimized. For example, due to proximity of the UAV1 and UAV2, interference between the hovering RANs should be minimized. Also, while the controlling of UEs are transferred from hovering RAN on the UAV1 to UAV2, the information exchange among the hovering RANs should be quick and minimized. Handover procedure should not cause unnecessary delay, data forwarding, signaling. After context transfer is finished, hovering RAN of UAV2 starts to serve UEs served by hovering RAN of UAV1.

-
12:41 AM: UAV1 leaves the rescue area.

-
12:50 AM: UAV3 takes off from the central base, to replace the role of UAV2.  

-
12:56 AM: UAV1 arrives at the central base and start charging.
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Figure 5.7.3-1: Change of UAVs
5.7.4
Post-conditions

UEs within the rescue area are provided with continuous connectivity service while the rescue operation on the ground is ongoing.

5.7.5
Potential Impacts or Interactions with Existing Services/Features
Regarding adjustment of radio coverage, TS 25.463 specifies Remote Electrical Tilting (RET) antennas Application Part (RETAP) signaling. This specification is for UTRAN and is not optimal for radio access network on UAV.

5.7.6
Potential new requirements

Editor's note:
The terminology airborne radio access network needs to be aligned throughout the TR

The 3GPP system shall be able to provide means to support airborne radio access network.

The 3GPP system shall be able to provide means to minimize power consumption of the airborne radio access network (e.g. optimizing operation parameter, optimized traffic delivery).

The 3GPP system shall be able to provide means to optimize signaling when a serving airborne radio access network changes.

The 3GPP system shall minimize interference among airborne radio access networks in close proximity. 

--- END SEVENTH CHANGE ---
--- EIGTH CHANGE ---
5.8
Separation of UAV service area

5.8.1
Description

Conventionally, antennas for cellular communication are mounted on high-rise cell towers and tilted toward a little bit downward direction. It is because humans are typically either on the ground or in a building.
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Figure 5.8.1-1: Coverage provided by cell tower for typical users
With introduction of communication service to UAVs, some UEs are located above conventional coverage. Thus, there is a need to adjust antenna system so that there is a coverage at the height where a UAV operates. In some cases, additional equipment can be installed. This is illustrated in the following figures.
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Figure 5.8.1-2: Change of tilting to accommodate UAV
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Figure 5.8.1-3: Addition of equipment to accommodate UAV
Thus, it is necessary to differentiate service offering to various UEs. In above scenario, where and what can be provided to UAV UEs is different from where and what can be provided for other non-UAV UEs.

5.8.2
Pre-conditions

Tom has two subscriptions for mobile service with MNO A. One is for UE S which is a smartphone and the other is for UE U which is a UAV. The UAV is used for building inspection and city monitoring purposes. Tom is living in a city F where all buildings are lower than 100 m. Because there are different characteristics regarding where the UEs can be located, the MNO has put following restrictions to the use of resources:

- For a height below 100 m from the ground, every UE is provided with connectivity service. 

- For a height above 100 m from the ground, only UEs with special subscription are provided with connectivity service. 

5.8.3
Service Flows

One day, Tom is ordered to monitor the exterior of buildings in the city to assess any potential risk. Following is event flow:

-
The UAV equipped with various sensors takes off ground. The UAV is controlled by Tom. While installing sensors to the UAV, Tom accidentally drops his smartphone UE S into the UAV. But Tom is not aware of this.

-
As the UAV ascends higher, the network adjusts radio resources to optimize communication to the UE S and UE U. While providing connectivity services to the UEs, the network generates charging records.

-
As the UAV approaches 100 m from the ground, the network checks whether UE S and UE U can still be served. Because UE S is not allowed to use connectivity service above 100m, warning is sent to the UE S. Because UE S is not designed for UAV purpose, it may not have subscribed to or support 3GPP-based positioning method. Also, the UE S may not have activated non-3GPP-based positioning method. Thus, network needs to estimate the height of the UE S without assistance from it.

-
As the UAV ascends beyond 100 m from the ground, communication service to UE S is dropped. In addition, to protect network service from any interference, access from UE S is further prevented for all cells regardless of RAT, frequency or operators. The UE S may be allowed only for emergency call. However, communication service to UE U is still provided. To assist more accurate assessment of traffic for UE U, the network also adds records of data exchange above 100m from the ground into the generated charging information.

-
The UAV further ascends and approaches 200 m from the ground, above which another subscription is required. Thus, before reaching 200 m, the network informs Tom of potential disconnection of connectivity service. Tom decides to start descending of the UAV, in order to not lose connectivity, and therefore lose control of the UAV.

-
After finishing its duty, the UAV starts descending. As the UAV goes below 100 m from the ground, the communication service to UE S is restored. 

In the above service flow, the connectivity service for UAV can be either direct communication or indirect communication.

5.8.4
Post-conditions

UEs are provided with communication service according to their subscription. Network can gather charging information based on the location of the UE when the communication service is provided.

5.8.5
Potential Impacts or Interactions with Existing Services/Features
Currently, in Rel-15, subscription information on aerial service is delivered from core network to radio access network. Based on this information, radio access network can release a connection when it estimates that the UE is in the air and the UE does not have subscription for aerial service. However, this information is not enough to make intelligent decision described in 5.8.3.  

TS 22.071 has the following requirements for LCS:
-
When providing a Location Estimate, the LCS Server may provide the vertical location of an UE in terms of either absolute height/depth or relative height/depth to local ground level. The LCS Server shall allow a LCS Client to specify or negotiate the required vertical accuracy. The LCS Server shall normally attempt to satisfy or approach as closely as possible the requested or negotiated accuracy when other quality of service parameters are not in conflict.

-
To support transaction based charging where applicable, service associated call detail records may need to include (as a minimum) the following additional information (depending on the specific service)

Type and Identity of the LCS Client;

Identity of the target UE;

Results (e.g. success/failure, method used, position, response time, accuracy) 

Time Stamp; 

Type of coordinate system used.

Thus, in the LCS framework, charging record is made per request for location fix, and does not provide information about the relationship between location and the delivered traffic

5.8.6
Potential new requirements

The 3GPP system shall be able to prevent a UE, located in a position where the UE is not authorized for a connectivity service (e.g. operating above certain altitude within a cell), from accessing any network except for emergency service.

The 3GPP network shall be able to support network-based positioning (e.g. altitude) of a UE.

The 3GPP system shall be able to collect charging information for a UE with subscription to aerial service with information on the position (e.g. altitude) for the delivered traffic.

The 3GPP system shall be able to notify the authorized third party of potential stopping of connectivity service before the UE enters an area (e.g. due to altitude) where the connectivity service is not authorized for the UE.

--- END EIGTH CHANGE ---
--- NINTH CHANGE ---
5.9
Use case for service experience assurance

5.9.1
Description

As an open platform for edge cloud computing environment and network capability, MEC (Multi-Access Edge Computing)will lay the foundation for operators to build a network edge ecosystem. 
Operation of UAVs requires low-latency, high-reliability real-time control information transmission in a variety of application scenarios. Therefore, it is of great significance to study the delay of the UAV communication in the 5G network for the low latency service of the UAV.

For remote commands and control (C2) communication between UAV and UAV controller, latency requirement in the end-to-end C2 communication path is critical, such as 50ms delay requirement for remote control service. For example, real-time remote control should quickly respond to the urgent events, e.g. sudden bird flocks or some other UAVs are approaching. Traffic path optimization of the remote control link is necessary.
5.9.2
Pre-conditions

UAV A subscribes to a UAV service to UTM1 and UTM2.

UAV A subscribes to a UAV communication service to PLMN A.

PLMN A can know end-to-end latency of the UAV communication which is between UAV to UTM.
UTM may be connected to a 5G network. If UTM is an AI system, it may be outside the network. There are more than one UTM in a geographic area.

5.9.3
Service Flows
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1, UAV A gets access to PLMN A and requests network resources with a certain KPI (e.g. requesting low latency).

2, PLMN A finds two possible traffic routes for the traffic to/from this UAV A.

3, the network calculates the end-to-end latency for each traffic path, according to the KPI requirement of the UAV A, the network decides to choose one traffic path with lower latency for this UAV A.

· Traffic path optimization of remote control link

1, UAV B and controller get access to MNO network, and request to establish remote control link. UAV controllers may be independent, or in UAV server.

2, the network optimizes the transmission path of remote control link to minimize the latency.
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5.9.4
Post-conditions

UAV A receives UAV communication service with lower end-to-end latency.

UAV B communicates with its controller with lower end-to-end latency.
5.9.5
Existing features partly or fully covering the use case functionality

 The 3GPP system shall be able to provide a method to minimise the decline of service experience from UAV to UAV controller (e.g. UTM) due to data network reasons.

5G system shall enable the MNO to know the end to end latency used for a UAV communicating with an Application Server outside the 3GPP system. 
Editor's Note: check whether this is already possible.
5.9.6
Potential New Requirements needed to support the use case

--- END NINTH CHANGE ---
--- TENTH CHANGE ---
5.10
Use case for service availability to UAVs needs

5.10.1
Description

UAVs present a different need for communication networks, and different services have different requirements for communication rate and time delay. For example, UAV itself is divided into many types, and their capabilities are different. The UAV uplink and downlink services have different requirements for network capabilities. When UAV flies to a certain area, it may conflict with other UAV or other industry service requirements. This use case is to avoid high priority communication conflicts between different industries or UAVs.

5.10.2
Pre-conditions

UAV A is an individual subscriber and subscribes the UAV communication service for 20 hours with higher priority of resource usage than normal UE.

UAV B and UAV C are subscribers belonging to same company (Water Tower Company) and both subscribe the UAV communication service in Water Tower campus with higher priority of resource usage than normal UE.

UE A is a normal mobile phone subscribed lower priority of resource usage then UAV communication service.

5.10.3
Service Flows

UAV subscribes to high priority service 
1. UAV B and UAV C request the operator for the same high quality service as UAV A.
2.  5G system cannot provide extra resources to UAV B and C according to the information of network status or average subscriber number, etc. Alternatively, operators can provide more high priority services to UAV B or C due to enhanced coverage and other reasons.
3. Operators need to take into account the number of subscribers to similar quality service and the time they use them. At the same time, we need to consider the different types of service requirements subscribed by other industries.

4.  In the process of UAV B and C subscription service, the network provides information about whether the service can be guaranteed in a certain range and time.
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Figure 5.10.3-1: UAVs Subscribed High Priority Service
      Correct Handling of Resource Conflict
When there is canoeing competitions at 12:00-15:00 inside the Water Tower campus, the network cannot provide parts of service for the UAV C during the competition time due to lack of resources that are used to guarantee the competition.
1. The network provides the important event (the canoeing competition during12:00-15:00) and resource constraints on specific services (e.g., video) for the UAVs communication to Water Tower Company.

2. The network re-allocates the resources for UAV C, for example, video service is not allowed. 

3. Water Tower Company ordered UAV business for a whole year. Operators need to notify Water Tower Company that it can not use the business for a certain period of time. But operators can't give reasons or other network status.
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Figure 5.10.3-2: Handling of Resource Conflict
Access resource sharing between UAV and normal UE
1. more than 10+ UEs enter the service area and access to network service with necessary resources.

2. UAV A enters the Tallin Park within the valid time, and requests network resource to achieve a certain task.

3. the network shares a part of access resource to UAV A in order to guarantee its requirement.

4. UAV A obtains the network resources successfully and achieve its task.
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Figure 5.10.3-3: Successful Service Provision
5.10.4
Post-conditions

Operators provide reasonable time and place for UAV B and C to subscribe to high priority services.

UAV A gets the access resource and finishes its task.

UAV A shares network resources with normal users.
5.10.5
Existing features partly or fully covering the use case functionality

The 5G system shall allow the operator to define and update the set of services and capabilities supported in a network slice.（22.261）

The 5G system shall allow the operator to assign a UE to a network slice, to move a UE from one network slice to another, and to remove a UE from a network slice based on subscription, UE capabilities, the access technology being used by the UE, operator's policies and services provided by the network slice.（22.261）

The 5G system shall provide information on the current availability of a specific communication service in a particular area (e.g. cell id).upon request of an authorised user.（22.261）

5.10.6
Potential New Requirements needed to support the use case

Based on operator 's policy, the 3GPP system shall be able to provide information to a 3rd party regarding the service availability status for UAVs in a certain geographical area at a certain time.​
--- END TENTH CHANGE ---
--- ELEVENTH CHANGE ---
5.11
Swarm of UAVs in logistics

5.11.1
Description

For last-mile networks, autonomous delivery UAVs can perform delivery activities than trucks would find difficult, especially in remote mountainous areas and in emergencies. But delivery UAVs suffer from a fundamental problem; their operation lacks the route density necessary to compete with standard delivery trucks. With each delivery, the UAV has to return to its home base at a warehouse many miles away to collect its next package. The delivery company can release a swarm of UAVs in rapid succession to deliver dozens of parcels in parallel to solve this problem.

5.11.2
Pre-conditions

The delivery company subscribes a swarm of UAVs to the communication service of an operator ；
The UAV control center plans the number of required UAVs and the transportation route based on the delivery information；
The UAV control center creates the configuration of the swarm of UAVs, including the configuration information of the group management, the security configuration information of the communication, etc..
5.11.3
Service Flows

1. 5G system configures the group and security information for the swarm of UAVs based on the requirements of the delivery task.

2. The UAV control center controls and monitors the swarm of UAVs through the 5G system.

3. After successful delivery of the package and return to the home base, the swarm of UAVs will be released.

5.11.4
Post-conditions

The package is delivered successfully, and the swarm of UAVs is released.

5.11.5
Existing features partly or fully covering the use case functionality

The 3GPP system shall enable a UAV to broadcast the following identity data in a short-range area for collision avoidance: [UAV type, current location and time, route data, operating status].
The 3GPP system shall protect the integrity of the message(s) sent from UAS to a UTM containing the UAS identities.

The 3GPP system shall protect the confidentiality of the message(s) sent between UAS to a UTM containing the UAS identities. 
The 3GPP system shall be able to support message transfer among the swarm of UAVs e.g. using Uu or Sidelink etc.. 
5.11.6
Potential New Requirements needed to support the use case

The 3GPP system shall be able to support UAV group management (e.g., Create/delete the group, add/remove the UAV into the group, etc.).

Editor’note: to be investigated whether this is possible already.

--- END ELEVENTH CHANGE ---
--- TWELFTH CHANGE ---
5.12
Changing UAV Controller

5.12.1
Description

After a UAV and a UAV controller have set up association and have begun a flight task, the C2 link is established and it supports UAS operation normally. In some scenarios, e.g. UAV flying beyond the line of sight or in an emergency event, the UAV controller will be taken over by another UAV controller or by a high priority UAV controller. In this case, the C2 connection shall be set up with the new UAV controller to ensure continuous support for the flight task. In addition, some process optimization can also be considered according to UTM and operator’s policy. 

According to “5G UAV Application White Paper” published by Chinese IMT2020(5G) promotion group, the performance requirements of UAV to support remote controller application are listed in the following table:
Table 5.12.1-1: Performance requirements for UAV remote control
	Application
	Upload data rate(UL)
	Remote control data rate(DL)
	E2E latency
	Control latency
	Positioning Accuracy
	Altitude
	Region

	Remote controller  through HD video
	 25Mbps
	300Kbps
	<200ms
	20ms
	0.5m
	<100m
	Urban, Rural, countryside


Note:  referring to TS22.125, clause 5.3, the relative flying speed of UAV can be up to 320km/h 
Following the change of UAV controller, the resulting quality of the connection between UAV and UAV controller is very important and if there is degradation in the C2 link quality or even disconnection of the C2 link, the UAV and UAV controller need to have means to detect this and some action should be implemented e.g. automatically return the UAV according to configuration.
5.12.2       Pre-conditions

UAV “bumblebee” has been associated with UAV controller A which is instrumented by Bob to implement flight task. During the task, the C2 connection is supplied by Operator X.

5.12.3
Service Flows

When “bumblebee” flies beyond Bob’s line of sight, Bob requires to change the UAV controller A to the remote UAV controller B to continually work with his UAV. 

The UTM agrees and authorizes the remote UAV controller B to take over the UAV “bumblebee” to continue the flight task.
The UTM asks the 3GPP system to set up C2 connection for the new UAV controller B with UAV “bumblebee” and UTM, at the same time, asks the 3GPP system to disconnect the C2 connection of UAV controller A.

The UAV controller B continues to control the UAV “bumblebee”.
The UAV controller A cannot control the UAV “bumblebee”. 
5.12.4
Post-conditions

The UAV “bumblebee” continues its flight task under the new remote UAV controller B’s direction.
5.12.5
Existing features partly or fully covering the use case functionality

The 3GPP system shall be able to monitor the C2 connection quality and provide a method for the UAV controller and the UAV to identify that the C2 connection quality between UAV controller and UAV is degraded.
The 3GPP system shall be able to be notified by UTM that the UAV controller associated with a UAV will be changed to another one.

The 3GPP system shall enable UTM to optimize authorization process when the UAV controller changed. 
Editor’s note: whether the UTM authenticates the UAS need to be checked.
The 3GPP system shall enable UAS to optimize the UAV and UAV controller association process when the UAV controller changed. 

Based on UAV application request UTM and Operator’s policy, the 3GPP system shall be able to negotiate the quality of the new C2 connection service with UTM and UAS when UAV controller is changed.

Based on UAV application request UTM and Operator’s policy, the 3GPP system shall be able to supply different or same C2 connection service for the new UAV controller when UAV controller is changed.
The 3GPP system shall be able to disconnect C2 connection with the unused UAV controller.
5.12.6
Potential New Requirements needed to support the use case

The 3GPP system shall be able to provide seamless C2 connection service to support remote UAV control. The performance KPI is as following which is sourced from [9]:

	Application
	Upload data rate(UL)
	Remote control data rate(DL)
	E2E latency
	Control latency
	Positioning Accuracy
	Altitude
	Region

	Remote UAV controller  through HD video
	 25Mbit/s
	300Kbit/s
	<200ms
	20ms
	0.5m
	<300m
	Urban, Rural, countryside


Note1:  referring to TS22.125 [8] clause 5.3, the absolute flying speed of UAV in this kind of use cases can be up to   160km/h. 

Note2:  referring to TR36.777 [10], the maximum altitude is 300m.
--- END TWELFTH CHANGE ---
--- THIRTEENTH CHANGE ---
5.13
Framework for steering KPIs of UAV 

5.13.1
Description

UAVs may be steered remotely from the UAV controller or from the UTM. Several modes of UAV steering can be considered. The choice of mode depends on the UAV itself, the source of the control, and the operational situation.

Each of these modes dictates its own requirements for communication KPIs in terms of data rate, message rate, reliability, latency etc. and may require immediate feedback to the pilot. Video, if used, can provide some, but not all, of the feedback to the pilot.

This use case captures a framework for such requirements. Moreover, it requires that the 5GS supports an efficient mechanism by which the system can transition between steering modes.

5.13.2
Pre-conditions

Jeff owns a large commercial UAV which he uses to deliver mail order goods to his customers’ doorsteps. Jeff uses a UAV controller to control his UAV and the UAV may also be controlled by the UTM. Both UAV and UAV controller are 5G capable and we assume that the UTM is an application layer server capable of sending and receiving messages to / from both UAV and UAV controller.

Prior to the flight, the UAV controller communicates with the UTM. Sometime later it receives clearance for the flight from the warehouse in Chula Vista to the recipient house in La Jolla, circumnavigating the SAN and NKX Bravo airspaces and the MYF Delta airspace in between. A clearance is a specific permission to fly and typically consists of a list of waypoints and altitudes.

5.13.3
Service Flows

At motor start the UAV is controlled by hand from the UAV controller (requiring KPIs associated with model-B) and climbs slowly to initial cruise altitude. As there are no moving UAV in the vicinity at the time video feedback isn't used.

Once at altitude, communication is switched to KPIs which support model-A towards the recipient’s address. A sequence of waypoints is then sent one at a time or could be sent all at once and stored in the UAV.

Along the way Jeff receives a request to observe a traffic accident on the I-5. The UAV controller sends a request to the network to enable KPIs for model-C steering from the UAV controller. Flying slowly along the I-5 Jeff sends real time video to the traffic center. (The video isn't a part of UAV steering – it is payload). Model-A is then resumed.

Reaching the recipient address, the UAV is steered in model-B to drop the package on the recipient’s doorstep. Video is used to establish an exact drop point and maneuver to it.

5.13.4
Post-conditions

Package has been delivered while performing public service in reporting on the accident.

5.13.5
Existing features partly or fully covering the use case functionality

Sets of KPIs and requirements related to UAV control modes have not been defined by 3GPP. 

5.13.6
Potential New Requirements needed to support the use case

5.13.6.1 
Service level requirements 

The 3GPP system shall enable multiple sets of KPIs between the UAV-controller and/or the UTM and the UAV at an altitude of up to [300m]. 

Note: KPIs include e.g. different message rates, latency and reliability requirements. 

The 3GPP system shall enable concurrent communications between the UAV-controller and UAV and between the UTM and the UAV that may require different KPIs. 

The 3GPP system shall be capable of switching between the KPIs, as requested by the UAV-controller or the UTM, within [500mS].

5.13.6.2
KPIs

Table 1: KPIs for model-A UAV control; all numbers in this table are FFS

	Function
	Message Interval
	Message Size
	Latency
	Reliability

(Note 2)
	Direction
	Positive ACK required 
	Comments 

	Steering control message
	[1-30S]
	[20B]

(Note 1)
	[0.5S]
	[99.999%]
	DL
	[Y]
	Message size excludes security fields

	Steering feedback message
	[1-30S]
	[20B] (Note 3)
	[0.5S]
	[99.999%]
	UL
	[N]
	It may be possible to transmit this message on an event driven basis


Note 1: Control messages are assumed: 8B lat/long coordinates; 2B altitude; 1B climb/descent rate; 1B others (speed, attitude, etc.). Message size is payload only and excludes all headers, security, etc.

Note 2: Message reliability is defined as the probability of successful transmission within the required latency

Note 3: Steering feedback message is assumed to be composed of actual measurements that correspond to the control parameters, e.g. measured altitude

Table 2: KPIs for model-B UAV control; all numbers in this table are FFS

	Function
	Message Interval
	Message Size
	Latency
	Reliability

(Note 2)
	Direction
	Positive ACK required 
	Comment 

	Steering control message
	[50mS]
	[5B] (Note 1)
	[50ms]
	[99.9%]
	DL
	N
	Message size excludes security fields

	Steering feedback message - fast
	[50mS]
	[3B] (Note 3) 
	[50ms]
	[99.9%]
	UL
	N
	Fast feedback may not be needed if video is used

	Steering feedback message - slow
	[1S]
	[20B] (Note 4)
	[0.5S]
	[99.999]
	UL
	N
	

	Video feedback 
	Video requirements TBD
	Optional but may be required for e.g. target observation


Note 1: Control message size assumes 2x1B tilt, 1B spin, 1B overall thrust, 1B other total 5B

Note 2: Message reliability is defined as the probability of successful transmission within the required latency

Note 3: Fast steering feedback message size assumes 2x1B tilt, 1B spin

Note 4: Slow feedback message size same as model-A

Table 3: KPIs for model-C UAV control; all numbers in this table are FFS

	Function
	Message Interval
	Message Size
	Latency
	Reliability

(Note 2)
	Direction
	Positive ACK required 
	Comment 

	Steering control message
	[1S]
	[5B] (Note 1)
	[1s]
	[99.99%]
	DL
	N
	Message size excludes security fields

	Steering feedback message - fast
	[50mS]
	[3B3] (Note 3)
	[50ms]
	[99.99%]
	UL
	N
	Fast feedback may not be needed if video is used

	Steering feedback message - slow
	[1S]
	[20B] (Note 4)
	[0.5S]
	[99.999%]
	UL
	N
	

	Video feedback 
	Video requirements TBD
	Optional


Note 1: Control message size assumes 2B heading, 1B climb / descent rate, 1B spin, 1B other total 5B

Note 2: Message reliability is defined as the probability of successful transmission within the required latency

Note 3: Fast steering feedback message size assumes 2x1B tilt, 1B spin

Note 4: Slow feedback message size same as model-A

Table 4: KPIs for model-D UAV control

	Function
	Message Interval
	Message Size
	Latency
	Reliability

(Note 2)
	Direction
	Positive ACK required 
	Comment 

	Steering control message
	
	
	
	
	
	
	

	Steering feedback message - fast
	
	
	
	
	
	
	

	Steering feedback message - slow
	
	
	
	
	
	
	

	Video feedback 
	
	


Note 1: empty

Note 2: Message reliability is defined as the probability of successful transmission within the required latency
--- END THIRTEENTH CHANGE ---
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