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5.2.2
Duplicating Video on additional monitors

5.2.2.1
Description

In the context of image guided surgery, two operators are directly contributing to the procedure:

· A surgeon performing the operation itself, using relevant instruments;

· An assistant controlling the imaging system (e.g., laparoscope).

In some situations, both operators prefer not to stand at the same side of the patient. And because the control image has to be in front of each operator, two monitors are required, a primary one, directly connected to the imaging system, and the second one being on the other side. The picture below gives an example of work zones inside an operating room for reference:
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Figure 5.2.2.1-1: Example of operating work zones

As shown on  REF _Ref527828512 \h 
Figure 5.2.2.1-1, additional operators (e.g., surgery nurse) may also have to see what is happening in order to anticipate actions (e.g., providing instrument).

The live video image has to be transferred on additional monitors with a minimal latency, without modifying the image itself (resolution…). The latency between the monitors should be compatible with collaborative activity on surgery where the surgeon is for example operating based on the second monitor and the assistant is controlling the endoscope based on the primary monitor. All equipment are synchronized thanks to the Grand Master common clock. 

It is expected that some scopes will produce 8K uncompressed video, with the perspective to support also HDR (High Dynamic Range) for larger colour gamut management (up to 10 bits per channel) as well as HFR (High Frame Rate), i.e.; up to 120 Hz.

The acceptable end-to-end latency is calculated based on considerations explained in section 5.2.1.3 and breaks down into 1ms on the path from the laparoscope to the application and 1ms on the path from the application to the monitors.

Estimation of targeted communication service availability is based on the probability of successful transmission of images within latency constraints discussed above. Considering that any late received image translates immediately into a wrong estimated distance and may result in serious injury to the patient, we want this event to not happen during at least the duration of a procedure, e.g. twelve hours. Note that in this use case, a total of 240 images per second are exchanged over the 5G communication service (120 images per second in each direction).
5.2.2.2
Pre-conditions

The patient is lying on the operating table and the surgery team is ready to start the procedure. Each needed equipment (laparoscope, monitors …) is:

· Powered up,

· Subscribed to 5G-LAN type services deployed by the hospital IT infrastructure manager,

· Configured on which private groups they shall use to communicate with each other,

· Attached to the non-public 5G network covering the operating room.

In addition, the monitors are subscribed to a URLLC point-to-multipoint communication service dedicated to transport high data rate downlink video streams.

The application that handles the video stream generated by the laparoscope is up and running and instantiated on private IT resources inside the hospital at a short network distance from the operating room.

5.2.2.3
Service Flows

The surgeon performs small incisions in the patient’s abdominal wall to insert a laparoscope equipped with a small video camera and a cold light source. Other small diameter instruments (grasper and scissors) are introduced in order to take a sample of tissue from one of the patient’s organ and the patient abdomen is insufflated with carbon dioxide gas.

1) As the laparoscope progresses into the patient’s abdomen, 8K video stream is generated by the camera and sent out through a URLLC 5G communication service to a medical application instantiated at network edge.

2) The application distributes the video stream generated by the laparoscope to the authorized devices (video monitors) through the broadcast URLLC 5G communication service.

5.2.2.4
Post-conditions

Images are displayed by each monitor without any noticeable delay and allow the surgery team to cooperate efficiently during the whole procedure.
5.2.2.5
Existing features partly or fully covering the use case functionality

Table 5.2.2.5‑1: Applicable existing communication service functional requirements
	Reference number
	Requirement text
	Application / transport
	Comment

	6.24
	Set of requirements related to the management of 5G LAN-type services and to the transport of Ethernet frames between UEs belonging to the same 5G-LAN-type service.
	T
	See 3GPP TS 22.261



	6.13.2
	The 5G system shall support operation of downlink only broadcast/multicast over a specific geographic area (e.g., a cell sector, a cell or a group of cells).
	T
	See 3GPP TS 22.261



	6.13.2
	The 5G system shall enable the operator to reserve 0% to 100% of radio resources of one or more radio carriers for the delivery of broadcast/multicast content.
	T
	See 3GPP TS 22.261



	6.13.2
	The 5G system shall be able to support broadcast/multicast of UHD streaming video (e.g., 4K/8K UHD).
	T
	See 3GPP TS 22.261



	6.13.2
	The 5G network shall support parallel transfer of multiple quality levels (i.e., video resolutions) of broadcast/multicast content for the same user service to the same UE taking into account e.g., UE capability, radio characteristics, application information.
	T
	See 3GPP TS 22.261




5.2.2.6
Potential New Requirements needed to support the use case
Table 5.2.2.6‑1: Potential new communication service functional requirements
	Reference number
	Requirement text
	Application / transport
	Comment

	
	
	
	

	
	
	
	

	
	

	
	

	
	

	
	

	
	

	
	

	5.2.2.6-1
	The hospital infrastructure manager shall be able to provision one or more 5G broadcast services within his 5G non-public network.
	T
	

	5.2.2.6-2
	The hospital infrastructure manager shall be able to configure individually the broadcast service area for each 5G broadcast service.
	T
	Broadcast service areas may overlap

	5.2.2.6-3
	The hospital infrastructure manager shall be able to provide service announcements for a 5G broadcast service within and outside of the broadcast area defined for that service.
	T
	

	5.2.2.6-4
	A 5G enabled equipment or an application embedded in a 5G enabled equipment shall be able to discover what 5G broadcast services are available at its current location and outside of its current location.
	T
	

	5.2.2.6-5
	The hospital infrastructure manager shall be able to define which 5G enabled equipment in the 5G broadcast service area are allowed to receive 5G broadcast services.
	T
	

	5.2.2.6-6
	A 5G enabled equipment or an application embedded in a 5G enabled equipment shall be able to tune and configure its 5G receiver for the reception of one or several simultaneous 5G broadcast services based on previously received service announcement’s parameters.
	T
	


Table 5.2.2.6‑2: Potential new Communication Service Performances Requirements
	Use case 
	Characteristic parameter
	
	Influence quantity

	5.2.2 – Duplicating video on additional monitors
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message

Size

[byte]
	Survival time
	UE speed
	# of UEs

connection
	Service Area

[m2]

	Uncompressed 8K (7680x4320 pixels) 120Hz HDR 10bits real-time video stream
	>99.99999
	>1 day
	<1 ms
	[120 Gbits/s]
	Uplink
	~1500 - ~9000

(note 3)
	~8ms
	stationary
	1
	100

	8K (7680x4320 pixels) 120Hz HDR 10bits real-time video stream with lossless compression (note 1)
	>99.99999
	>1 day
	<1 ms
	[48 Gbits/s] (note 2)
	Uplink
	~1500 - ~9000

(note 3)
	~8ms
	stationary
	1
	100

	Uncompressed 8K (7680x4320 pixels) 120Hz HDR 10bits real-time video stream
	>99.99999
	>1 day
	<1 ms
	[120 Gbits/s]
	Downlink
	~1500 - ~9000

(note 3)
	~8ms
	stationary
	<10
	100

	8K (7680x4320 pixels) 120Hz HDR 10bits real-time video stream with lossless compression (note 1)
	>99.99999
	>1 day
	<1 ms
	[48 Gbits/s] (note 2)
	Downlink
	~1500 - ~9000

(note 3)
	~8ms
	stationary
	<10
	100

	NOTE 1: This line provides alternative KPIs that are still acceptable (although not preferred) from a medical standpoint
NOTE 2: An average compression ratio of 2.5 has been considered when applying a lossless compression algorithm
NOTE 3: MTU size of 1500 bytes is not generally suitable to gigabits connections as it induces many interruptions and loads on CPUs. On the other hand, Ethernet jumbo frames of up to 9000 bytes require all equipment on the forwarding path to support that size in order to avoid fragmentation.


Editor’s note: There may be need to send LS to SA4 to ask if a better than 2.5 compression ratio can be obtained with a visual loss less compression algorithm.
-------------------------            END FIRST CHANGE              -----------------------------
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